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Abstract

We develop Process Execution Graphs (PEG), an executable document-level
representation of real-world wet lab biochemistry protocols, addressing challenges
such as cross-sentence relations, long-range coreference, grounding, and implicit
arguments. We built a corpus of complex lab protocols with a novel interactive
simulator built upon a text-based game engine that keeps track of entity traits and
semantic constraints during annotation, yielding high quality annotated PEGs. Our
framework presents several directions for future work, including the modelling
of challenging long range dependencies, application of text-based games for real-
world procedural text understanding, and extending simulation-based annotation to
new domains. 2

1 Introduction

There is a drive in recent years towards automatic wet lab environments, where menial benchwork
procedures such as pipetting, centrifuging, or incubation are carried out automatically by software-
controlled lab equipment. These environments allow reliable and precise experiment reproducbility
while relieving researchers from tedious and laborious work which is prone to human error [Bates
et al., 2017, Keller et al., 2019]. To achieve this, several programmatic formalisms are developed to
describe an experiment as an executable program. For example, Autoprotocol [Lee and Miles, 2018]
defines a mix predicate taking three arguments: mode, speed, and duration.

A promising direction to leverage automatic wet-lab environments is a conversion from natural
language protocols, written in expressive free-form language, to low-level, machine executable
instructions, ensuring a non-ambiguous, repeatable description of experiments [Mehr et al., 2020].

However, a large semantic gap exists between machine-executable formalisms and standard
annotation methods for scientific procedural text (§4). Current datasets, such as Wet Labs Protocols
(WLP) [Kulkarni et al., 2018] and Materials Science Procedural Text Corpus (MSPTC) [Mysore
et al., 2019], annotate action-graph semantics; sentence-level, shallow semantic structures consisting
of labeled text-spans and relations between them (Fig. 1, top right). While these annotations
are useful for text-mining, they do not provide sufficient process-level details for execution; for
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Figure 1: We use text-based games as an interactive annotation interface (left) to capture Process
Execution Graphs (right, middle): grounded, process level representations bridging sentence-level
action-graph representations (right,top) and lab-specific executable instructions (right, bottom). Our
interactive framework and data enable development of text-based game agents as text-to-code virtual
assistants.

example, resolution of implicit arguments and structured representation of entity locations throughout
a procedure [Mehr et al., 2020].

In this work, we focus on a crucial step bridging natural language protocols and executable instructions
– the extraction and representation of the relations conveyed by the protocol in a formal graph structure,
termed Process Execution Graphs (PEG), exemplified in Figure 1. PEGs capture both concrete, exact
quantities (“30 minutes”), as well as vague instructions (“swirl gently”). A researcher can then port
the PEG (either manually or automatically) to their specific lab equipment, e.g., specifying what
constitutes a gentle swirl setting and adding missing arguments, such as the duration of the incubation
in Figure 1.

Formally, PEGs are directed, acyclic labeled graphs (§2), capturing how objects in the lab (e.g.,
cells, tubes) are manipulated by lab operations (e.g., mixing, incubating), and in what order.
Importantly, PEGs capture relations which may span across multiple sentences and implicit arguments.
For example, the PEG in Figure 1 explicitly captures the relation between culture tubes, mentioned in
the first sentence, and swirl and incubate which appear in later sentences.

To annotate long and complex lab protocols, we develop a text-based game annotation interface (Fig. 1)
simulating objects and actions in a lab environment (§3). Our annotators are given natural language
wet labs procedures from WLP, and are asked to repeat their steps by issuing textual commands
to the simulator. The commands are deterministically converted to our PEG representation. This
interface takes much of the burden off annotators by keeping track of object traits and commonsense
constraints. For example, when the annotator issues a single transfer command for a container,
the simulator moves all its contents as well. We find that in-house annotators were able to effectively
use this interface on complex protocols, achieving good agreement and capturing rich detail compared
with span-based annotation methods (e.g., BRAT [Stenetorp et al., 2012]).

In conclusion, we make the following contributions: (1) We formalize a PEG representation for
free-form, natural language lab protocols, providing a semantic scaffold between free-form scientific
literature and low-level, machine executable instructions. (2) We develop a novel annotation interface
for procedural text annotation using text-based games, and show that it is intuitive enough for wet-lab
protocol annotation. (3) We release a challenging corpus of 279 PEGs representing document-level
lab protocols from WLP. This size is on par with similar corpora of procedural text [Mysore et al.,
2019, Vaucher et al., 2020], while providing additional process-level information hitherto unavailable.
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2 Task Definition: Process Execution Graphs

Intuitively, we extend the WLP annotations [Kulkarni et al., 2018] from the sentence level to entire
documents, aiming to capture all of the relations in the protocol. Formally, our representation is a
directed, labeled, acyclic graph structure, dubbed a Process Execution Graph (PEG), exemplified in
Figures 1 and 2, and formally defined below. See Appendix A for the complete ontology.

2.1 PEG Structure

Nodes. PEG nodes are triggered by explicit text spans in the protocol, appearing in the center of each
node (e.g., “swirl", or “ice”). Nodes consist of two types: (1) predicates, marked in orange: denoting
lab operations, such as add; and (2) arguments, marked in blue: representing physical lab objects
(e.g., culture tubes, cells), exact quantities (30 minutes), or abstract instructions (e.g., gently).

Edges. Following PropBank notation [Kingsbury and Palmer, 2003], PEGs consist of three types
of edges derived from the Autoprotocol ontology, and denoted by their labels: (1) core-roles (e.g.,
“ARG0”, “ARG1”): indicating predicate-specific roles, aligning with Autoprotocol’s ontology. For
example, ARG0 of mix assigns the element to be mixed; (2) non-core roles (e.g., “setting”, “site”,
or “co-ref”): indicate predicate-agnostic relations. For example, the site argument always marks
the location in which a predicate is taking place; and (3) temporal edges, labeled with a special
“succ” label: define a temporal transitive ordering between predicates. In Figure 1, add occurs before
swirl, which occurs before incubate.

2.2 Comparison with action graphs

Aside from their inherent support for execution, PEGs differ from action graph annotations in three
main aspects.

Operation types. To support action-specifc semantics, PEGs record fine-grained operation types
based on Autoprotocol (e.g., transfer, mix), beyond the generic action span label used in
WLP and MSPTC.

Argument re-use. While the PEG does not form directed cycles (since temporal relations define a
partial ordering), it does form non-directed cycles (or re-entrancies). These occur where there exist
nodes u, v such that there are two different paths from u to v. This occurs when an object is re-used,
i.e., participates in two or more temporally-dependent operations. For example, see culture tubes,
which participates in all operations in Figure 1. Action-graph approaches typically do not annotate
argument re-entrancies owing to complications in the case of operations that cause a materials’ state
to change. As noted in Mysore et al. [2019], "when a materials state changes due to a specific
operation, considering the same text span to be the argument of a different operation would not be
chemically valid." Our simulator-based approach allows us to address this difficulty by abstracting
away from text spans: spans function as references to objects for which state-change can be tracked.
Furthermore, as can be seen for the case of the tubes in Fig. 1, re-entrancies feature centrally in
typical machine-executable protocol representations, in the form of calls by reference. Therefore,
re-entrancies should be accounted for to capture the full process workflow necessary in an executable
setting.

Cross-sentence relations. Edges pu, vq may be triggered either by within-sentence relations, when
both u and v are triggered by spans in the same sentence, or by cross-sentence relations, when u
and v are triggered by spans in different sentences. Previous efforts have focused on sentence-level
annotation for simplicity [Vaucher et al., 2020], and excluded synthesis procedures featuring primarily
cross-sentence relations [Mysore et al., 2019]. While cross sentence relations typically complicate
span-based methods, we hypothesize that our simulator makes annotation of such relations more
intuitive; unlike span-based representation, simulators can more naturally represent concrete referents
which persist across sentences unless mentioned otherwise.

In the following section, we will show that both reentrancies and cross-sentence relations are abundant
and annotated with good agreement in our dataset.
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Figure 2: A gold PEG annotation for a real-world wet lab protocol whose text is presented in the
lower right corner, exemplifying several common properties: (1) complex language, in relatively
short sentences; (2) a chain of temporally-dependent, cross-sentence operations; (3) a common object
that is being acted upon through side effects throughout the process (vial); and (4) vial is mostly
omitted in the text after being introduced in the first sentence, despite participating in all following
sentences. In the last sentence it appears with a metonymic expression (ligation mixture).

3 Data Collection: The X-WLP Corpus

In this section, we describe in detail the creation of our annotated corpus: X-WLP. The protocols in
X-WLP are a subset (44.8%) of those annotated in the WLP corpus. These were chosen because they
are covered well by Autoprotocol’s ontology.

In total, we collected 4,262 sentences (54.1K tokens) in 279 wet lab protocols annotated with our
graph representation. X-WLP annotates long examples, often spanning dozens of sentences, and its
size is comparable (e.g., in terms of annotated words) to the MSPTC corpus [Mysore et al., 2019]
and other related procedural datasets. See Appendix B.1 for a detailed comparison.

Despite WLP’s focus on sentence-level relations (see top of Figure 1), it is a valuable starting point
for a document-level representation. We pre-populate our PEG representations with WLP’s gold
object mentions (e.g., cells, 30 minutes), operation mentions (swirl and incubate), and within-
sentence relations (e.g., between gently and swirl). We then ask annotators to enrich them with
type grounding for operations and arguments, as well as cross-sentence relations, as defined in §2.
From these annotations we obtain process-level representations such as those presented in Figures 1
and 2.

3.1 Process-Level Annotation Interface: Text-Based Simulator

Annotating cross-sentence relations and grounding without a dedicated user interface is an arduous
and error-prone prospect. Consider as an example the ligation mixture mention in Figure 2. This
mention is a metonym for vial (5 sentences earlier), after mixing in the ligase. This kind of metonymic
co-reference is known to be difficult for annotation [Jurafsky and Martin, 2009], and is cumbersome
to represent using span-based methods like BRAT [Stenetorp et al., 2012]. A simulator can provide a
natural way to account for it by representing the relevant temporal and contextual information: after
sentence 4, vial contains the ligation buffer mixed with other entities.

To overcome these challenges and achieve high-quality annotations for this complex task, we develop
a simulator annotation interface, building upon the TextWorld framework [Côté et al., 2018]. This
approach uses text-based games as the underlying simulator environment, which we adapt to the
biochemistry domain.

The annotator interacts with the text-based interface to simulate the raw wet lab protocol (Figure 1):
setting the types of operations (the first interaction sets the span “incubate" as a temperature
operation) and assigning their inputs (the last line assigns culture tubes as an input to
incubate), while the simulator tracks entity states and ensures the correct number and type
of arguments, based on the Autoprotocol ontology. For example, the second interaction in Figure 1
indicates a missing argument for the incubate operation (the argument to be incubated). Finally,
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tracking temporal dependency (“succ” edges) is also managed entirely by the simulator by tracking
the order in which the annotator issues the different operations.

Further assistance is provided to annotators in the form of of an auto-complete tool (last interaction
in Figure 1), visualization of current PEG and a simple heuristic “linter” [Johnson, 1977] which flags
errors such as ignored entities, by producing a score based on the number of connected components
in the output PEG.

3.2 Data Analysis

Inter-annotator agreement. We turn to the literature on abstract meaning
representation (AMR; Banarescu et al., 2013) for established graph agreement metrics using the
Smatch score [Cai and Knight, 2013], which we adapt to our setting. We report a mean Smatch
of 0.84, comparable to those obtained for AMR, where reported gold agreement varies between
0.69´ 0.89 [Cai and Knight, 2013]. See Appendix B.2 for detailed analysis.

Information gain from process-level annotation. Analysis of the relations in X-WLP reveals that
a significant proportion of arguments in PEGs are re-entrancies (32.4%) or cross-sentence (50.3%)3.
Figure 2 shows a representative example, with the vial participating in multiple re-entrancies and
long-range relations, triggered by each sentence in the protocol.

To shed light on the additional process-level information captured by X-WLP relative to WLP, we
compare (X-WLP, WLP) the average number of arguments per operation node (3.01, 1.87) as well
as the ratio of operation nodes with no core arguments (0.0, 0.19). For example, see the swirl
instruction at the top of Figure 1: in WLP, this predicate has no core role argument and is thus
semantically under-defined. X-WLP correctly captures the core role of culture tubes. By definition,
our use of input validation by the simulator prevents semantic under-specification, which is likely a
significant factor in the higher counts for cross-sentence relations and overall average arguments in
X-WLP.

4 Related & Future Work

As discussed above, our work builds upon sentence-level shallow semantic parsing approaches to
annotating procedural text, including WLP [Kulkarni et al., 2018], biology textbooks [Berant et al.,
2014], materials science [Mysore et al., 2019]. These approaches have focused mainly on text mining
applications, whereas outputting a machine executable synthesis procedure requires a more structured,
process-level semantic representation.

Recent works are beginning to address this requirement: Vaucher et al. [2020] converts chemical
synthesis procedures to more structured action representations for downstream incorporation into
automated workflows. However, annotation is still only at sentence level. Concurrently with this work,
Mehr et al. [2020] have similarly proposed a process-level executable representation for chemical
procedures. They also focus primarily on sentence level analysis and rely on a human-in-the-loop
to verify the process-level conversion. Future work could leverage our approach towards enhancing
process-level parsers.

Structurally, PEGs are similar to abstract meaning representation (AMR; Banarescu et al. 2013),
allowing us to use agreement and performance metrics developed for AMR. In contrast with the
sentence-level AMR, a major challenge in this work is annotating procedure-level representations.

Existing process-level datasets have been limited to shorter and simpler texts; ProPara [Dalvi
et al., 2018] contains short (non-expert) annotations of scientific processes. Kiddon et al. [2015]
and Bosselut et al. [2018] provide a small number of gold process-level annotations for cooking
recipes.

Our framework also provides a link to text-based game approaches to procedural text understanding.
Tamari et al. [2019] modelled scientific procedures with text-based games but used only synthetic
data. Our simulator enables leveraging recent advances on text-based games agents (e.g., [Adhikari
et al., 2020]); applying such agents towards complex natural language understanding is a promising
future direction.

3See Appendix B.3 for detailed analysis.
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Broader Impact

Our work focuses on enhancing the capability for machine reading of scientific experimental protocols.
This research may benefit a wide range of scientific communities where much research remains
“trapped” in unstructured textual format, which due to its ambiguous nature, presents many challenges
for reproduceability and knowledge transfer. More precise machine reading technology may also be
used maliciously, for example to harvest structured information for surveillance purposes.
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A Annotation Schema

In the following subsections, we provide details of the annotation schema used: the PEG node and
edge type ontology, along with examples and the rules governing the annotation process.

A.1 Nodes

A.1.1 Predicates (Operations)

Operation nodes correspond to “action” entities in WLP. In X-WLP, to facilitate conversion to
executable instructions, we further add a fine-grain operation type; for each operation, annotators
were required to select the closest operation type, or a general type if none applied. Operation
types are broadly aligned with Autoprotocol operation types, but are broader in scope, to not limit
applicability to any one platform. For example, we use a more general measure operation type
rather than the specific types of measurement operations in Autoprotocol (spectrophotometry,
measure-volume, etc.). Table 1 lists operation types, their frequency in the data, and example
mentions.

A.1.2 Arguments (Entities)

Predicate arguments, including both physical entities such as reagents, containers and devices, as
well as more abstract entities like measurements (1 ml) and operation settings (30 minutes). Table 2
lists entity types, their frequency in the data, and example mentions.

A.2 Edges

In general, edges are represented by triplets of the form ps, r, tq where s and t are argument nodes
(§A.1.2) and r is a core or non-core role. Dependent on a particular role r, certain restrictions may
apply to the fine-grained type of s and t, as described below.

A.2.1 Core Roles

Core roles, displayed in Table 3, represent operation specific roles, for example “ARG1” for the
seal operation is a seal entity representing the seal of the “ARG0” argument. For core roles, the
following restrictions hold:

• Source nodes s are restricted to any of the object types s P treagent, device, seal, locationu
representing physical objects. The only exception to this rule is that “ARG1” for the seal
operation must be a seal entity.

• Target node t is a predicate of one of the types in §A.1.1.

Table 1: Details of PEG predicate types, along with example frequent trigger spans and relative
frequency in X-WLP.

Operation Type Frequent example spans Count Pct.

Transfer add, transfer, place 1301 33.2
Temperature
Treatment incubate, store, thaw 503 12.8

General Initiate, run, do not vortex 469 11.9
Mix mix, vortex, inverting 346 8.8
Spin spin, centrifuge, pellet 282 7.2
Create prepare, make, set up 178 4.5
Destroy discar, decant, pour off 170 4.3
Remove remove, elute, extract 168 4.3
Measure count, weigh, measure 149 3.8
Wash wash, rinse, clean 146 3.7
Time wait, sit, leave 114 2.9
Seal cover, seal, cap 68 1.7
Convert change, transform, changes 21 0.5
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Table 2: Details of PEG argument types, along with example frequent trigger spans and relative
frequency in X-WLP.

Entity Type Frequent example spans Count Pct.

Reagent supernatant, dna, sample 3362 32.6
Measurement 1.5 mL, 595nm, 1pmol 1924 18.6
Setting overnight, room temperature 1622 15.7
Location tube, ice, plates 1373 13.3
Modifier genty, carefully, immediately 1070 10.3
Device forceps, pipette tip, water bath 590 5.7
Method dilutions, up and down, pipetting 271 2.6
Seal lid, cap, aluminim foil 97 0.9

Table 3: Details of core role semantics for all operation types. The “Required” column specifies
which roles must be filled for a given operation. ARG* is short for tARG0,ARG1,ARG2u.

Operation Role Semantics Required

Spin

ARG0 centrifuged to
produce solid phase
ARG1 and/or liquid
phase ARG2

ARG0

Convert ARG0 converted to ARG1 ARG0, ARG1
Seal ARG0 sealed with ARG1 ARG0
Create ARG* to be measured ARG0
General - ARG0
Destroy ARG0 discarded ARG0
Measure ARG* to be measured ARG0
Mix ARG* are mixed ARG0
Remove ARG0 removed from ARG1 ARG0
Temperature
Treatment ARG* to be heated/cooled ARG0

Time Wait after operation on ARG0 ARG0

Transfer ARG* are sources,
transferred to "site" ARG0, site

Wash ARG0 washed with ARG1 ARG0, ARG1

• r is a core argument relation, r P tARG0,ARG1,ARG2u or ARG* for short.

• Certain roles may be required for a valid predicate t, for example the transfer operation
requires at minimum both source and target arguments to be specified by the ARG0 and site
roles, respectively.

A.2.2 Non-core Roles

Non-core roles (e.g., “setting”, “site”, or “co-ref”) indicate predicate-agnostic labels. For example,
the site argument always marks the location in which a predicate is taking place. Non-core roles are

Table 4: Details of non-core roles and restrictions on source and target node types. Object is short
for the set of entity types representing physical objects: treagent, device, seal, locationu.

Role Source Types Target Types

co-ref Object Object
measure Measurement Object
setting Setting Object

modifier Modifier Object, Operation,
Measurement

usage Method, Object Operation
located-at Object Object
part-of Object Object
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displayed in Table 4, and role-specific restrictions on s and t are listed under “Source Types” and
“Target Types”, respectively.

B Dataset Details

B.1 Comparison with other datasets

Table 5 compares X-WLP with similar procedural text corpora in terms of average document, sentence
and word counts. As can be seen, X-WLP is on par with other recent datasets, and annotates complex
documents, constituting more than 15 sentences on average.

B.2 Inter-annotator agreement

Similarly to our PEG representation, the AMR formalism has predicate and argument nodes (lab
operations and entities in our notation) and directed labeled edges which can form undirected
cycles through reentrancies (nodes with multiple incoming edges). In Table 6 we report a graph
Smatch score [Cai and Knight, 2013] widely used to quantify AMR’s graph structure agreement,
as well as finer grained graph agreement metrics, adapted from Damonte et al. [2017]. Smatch
values are comparable to those obtained for AMR, where reported gold agreement varies between
0.69´0.89 [Cai and Knight, 2013], while our task deals with longer, paragraph length representations.
Reentrancies are the hardest for annotators to agree on, probably since they involve longer-range,
typically cross-sentence relations. On the other hand, local decisions such as argument and predicate
identification achieve higher agreement, and also benefit greatly from the annotations of WLP.

B.3 Reentrancies and cross-sentence relation statistics

Table 7 presents a breakdown of all relation types along with cross-sentence and re-entrancy
information. As noted in §3, analysis of the relations in Table 7 reveals that a significant proportion
of arguments in PEGs are re-entrancies (32.4%) or cross-sentence (50.3%). Note that for these
calculations we consider only argument relations that can in principle occur as re-entrancies: “ARG*”
and “site”, see relation ontology in Appendix A.2 for details. The cross-sentence calculation includes
co-reference closure information.

Table 5: Statistics of our annotated corpus (X-WLP), compared with the ProPara corpus [Dalvi et al.,
2018], material science (MSPTC; Mysore et al. [2019]) and chemical synthesis procedures (CSP;
Vaucher et al. [2020]). CSP is comprised of annotated sentences (document level information is not
provided)

X-WLP (ours) MSPTC CSP ProPara

# words 54k 56k 45k 29k
# words / sent. 12.7 26 25.8 9
# sentences 4,262 2,113 1,764 3,300
# sentences / docs. 15.28 9 N/A 6.8
# docs. 279 230 N/A 488

Table 6: X-WLP inter-annotator agreement metrics. Smatch Cai and Knight [2013] quantifies overall
graph structure. Following metrics provide a finer-grained break down Damonte et al. [2017].

Agreement Metric F1

Smatch 84.99
Argument identification 89.72
Predicate identification 86.68
Core roles 80.52
Re-entrancies 73.12

10



Table 7: Breakdown of PEG relation types by frequency in X-WLP, showing counts of inter/intra-
sentence relations. Re-entrancies are possible only for core and “site” arguments, and may be either
inter or intra-sentence.

Relation # Intra. # Inter. Total # Re-entrancy

Core
‚ ARG0 2962 952 3914 1645
‚ ARG1 560 127 687 3
‚ ARG2 84 123 207 77
Total (core) 3606 1202 4808 1725

Non-Core
‚ site 1306 325 1631 360
‚ setting 3499 2 3501 -
‚ usage 1114 24 1138 -
‚ co-ref 129 1575 1704 -
‚ located-at 199 72 271 -
‚ measure 2936 18 2954 -
‚ modifier 1861 2 1863 -
‚ part-of 72 65 137 -
Total (non-core) 11116 2083 13199 360

Temporal 1218 788 2006 -

Grand Total 15940 (80%) 4073 (20%) 20013 2085
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