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Abstract
Role-playing games (RPGs) provide players
with a rich, interactive world to explore. Dia-
logue serves as the primary means of commu-
nication between developers and players, mani-
festing in various forms such as guides, NPC in-
teractions, and storytelling. While most games
rely on written scripts to define the main story
and character personalities, player immersion
can be significantly enhanced through casual in-
teractions between characters. With the advent
of large language models (LLMs), we introduce
a dialogue filler framework that utilizes LLMs
enhanced by knowledge graphs to generate dy-
namic and contextually appropriate character
interactions. We test this framework within the
environments of Final Fantasy VII Remake and
Pokémon, providing qualitative and quantita-
tive evidence that demonstrates GPT-4’s capa-
bility to act with defined personalities and gen-
erate dialogue. However, some flaws remain,
such as GPT-4 being overly positive or more
subtle personalities, such as maturity, tend to
be of lower quality compared to more overt
traits like timidity. This study aims to assist
developers in crafting more nuanced filler di-
alogues, thereby enriching player immersion
and enhancing the overall RPG experience.

1 Human Assistance — RPG-dialogue
Large Language Model

Role-playing games have been identified as a signif-
icant challenge for the next stage of artificial intel-
ligence research. These games present a complex,
open-ended creative arena where players interact
through dialogue to shape the narrative and game
outcomes. Unlike traditional games such as Chess
and Go, which are zero-sum and deterministic.

One of the critical challenges presented by role-
playing games is the necessity for nuanced, context-
aware dialogue. Players create characters that in-
teract within a fictional setting, making decisions
and taking actions that influence the game’s pro-
gression. One example is Dungeon and Dragons

Professor Oak: So! You want the plant 
Pokemon, Bulbasaur?

Ash (Generated): Yes! Bulbasuar looks 
really strong and reliable!

Scenario: When Reno uses EM Shot, 
his HP is below half.

Cloud (Generated): "You?re just making this 
easier for me."

Figure 1: An illustration example of LLMs-generated
dialogue in Pokémon (Left) and Final Fantasy VII Re-
make (FFVIIR). Left panel: An unseen dialogue interac-
tion in Pokémon, where Red selected his first Pokémon
Bulbusuar. Right panel: A scenario from Final Fantasy
VII where Cloud responds during combat.

(DND) where the game’s facilitator, often known as
the Dungeon Master (DM) or Game Master (GM),
describes scenarios, locations, and the roles of non-
player characters (NPCs) and monsters. The DM’s
role highlights the importance of narrative and im-
provisation, further complicating the AI’s task.

Another challenges in RPG dialogue is the occur-
rence of unnatural silences from main characters
or NPCs. In real-world interactions, conversations
flow continuously, with participants actively con-
tributing to the dialogue. However, in RPGs, there
can be instances where characters remain silent,
breaking the immersion and disrupting the natural
flow of the narrative.

These challenges become even more critical in
popular games where main characters have strong
personalities. For example, in Final Fantasy VII
Remake (FFVIIR), one of the most popular story-
based RPGs, the main character “Cloud Strife” is
known for his brooding and complex personality,
characterized by his introspective nature and strug-
gle with his identity. Another example is Pokémon,
where the main character, “Ash Ketchum” (or Red
in the original games), exhibits a determined and
optimistic personality, always eager to engage with
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others and face new challenges. The inconsistency
of dialogue, especially moments of unnatural si-
lence, can disrupt the portrayal of these rich, well-
defined characters, breaking player immersion and
diminishing the storytelling experience. Address-
ing this challenge requires advanced AI capable of
maintaining continuous, contextually appropriate
dialogue that aligns with each character’s estab-
lished traits, ensuring a more engaging and authen-
tic player experience.

With the advent of AI and large language models
(LLMs), role-playing games (RPGs) have become
valuable testbeds due to their ability to simulate
complex real-world dynamics, such as language
generation, knowledge acquisition, and strategic
planning tailored to each character and game sce-
nario. This evolution presents developers with the
opportunity to leverage these advances as tools for
generating nuanced filler dialogues (Figure 1). Our
contributions in this paper include:

• Integration of Knowledge Graphs and
LLMs for Dialogue Generation: We built
game-specific knowledge graph and combined
knowledge graphs with large language models
(LLMs) to produce dialogues that are not only
contextually rich but also character-specific,
thus providing character-specific information
to dialogue generation step.

• Evaluate the Capability of Current LLMs
Technology: We assessed how well cur-
rent version of GPT-4, when integrated with
knowledge-based systems, can generate high-
quality game dialogues that contribute to a
more engaging and interactive narrative.

2 Dialogue Generation and Completion

As discussed in Section 1, in-game dialogue plays
a crucial role in story-driven RPGs. While some
dialogues can be improved, others can be generated
anew. We believe that computational resources can
complement human efforts in creating high-quality
dialogue. By leveraging advanced algorithms and
AI, we aim to produce dialogues that match the
quality of those written by humans, thereby op-
timizing our resources and enhancing the overall
player experience.

To assist humans in dialogue-related tasks, we
focus on addressing specific challenges encoun-
tered in two different games: FFVIIR and Pokémon.
One notable challenge in FFVIIR is the repetitive
in-battle dialogue, which lacks variation and fails

to adapt to the boss’s changing states. For example,
the main characters, including “Cloud”, often re-
main silent when a boss is low on health and nearly
defeated. We aim to improve the player experi-
ence by generating dynamic dialogue for the main
characters that respond to different battle states.
This would allow for more spontaneous and inter-
active interpersonal communication during battles.
In the original Pokémon series, the main character,
Red, does not say a word during gameplay. This
piques our curiosity and inspires us to create dia-
logues for “Red” to respond in different situations.
Since Red is not explicitly defined by the Pokemon
games, he serves as a blank canvas that we can
enrich with various characteristics. For instance, if
Red is portrayed as hot-headed, he might yell at his
Pokémon during intense moments. Conversely, if
he is depicted as kind-hearted, he would thank his
Pokémon when a battle concludes.

With the rise of LLMs, we consider GPT-4 (Ope-
nAI, 2024) to generate dialogues where character
profiles, NPC backgrounds, and scenarios are given.
While we could simply input all relevant details
about characters, NPCs, bosses, or Pokémon into a
prompt and ask GPT-4 to generate dialogue, stud-
ies have shown that incorporating knowledge-based
data, such as knowledge graphs, can enhance text
generation quality (Pan et al., 2024). We hereby
propose a framework to generate in-game dialogue
based on given knowledge. First, we scrape data
from online sources, Final Fantasy Wiki1 and Poké-
mon Wiki2 (left, Figure 2). Next, we create triples
for knowledge graph instances (middle, Figure 2).
This step can be done manually by experts or gen-
erated by GPT-4(Biswas et al., 2021) . Since we
have a short time frame, we prompt GPT-4 with a
defined ontology specifically for each game; then,
we hand-pick triples that are reasonable to repre-
sent entities (More details in Section 2.1). Finally,
we prompt GPT-4 with the knowledge triples and a
specific scenario to generate dialogue. For exam-
ple, if Reno has low health and is using EM shot
(right, Figure 2). We further discuss the prompt
process specifically for FFVIIR and Pokémon in
Section 2.2 and Section 2.3, respectively.

2.1 Knowledge Graph Acquisitions

Crawling: We begin by crawling data from fan-
dom websites of Final Fantasy VII and Pokémon as

1Link to website: Final Fantasy Wiki
2Link to website: Pokémon Wiki

https://finalfantasy.fandom.com/wiki/Final_Fantasy_Wiki
https://pokemon.fandom.com/wiki/Pok%C3%A9mon_Wiki


Cloud Strife
Cloud's greatest strength is in his 
swordsmanship.\nThough Cloud fell 
short of the standards of candidates 
admitted into SOLDIER, his 
swordsmanship nonetheless impressed 
one of the Turks.   As a result of mako 
experimentation by Hojo...

Reno (battle)
Reno will often dodge Cloud's attacks, 
and use Counterattack if the player 
attack non-stop. At close range he will 
use normal melee attacks, Beatdown, or 
Rushdown, but will mostly try to maintain 
the distance and use EM Shot, which, if 
it hits the player, will trigger his Shock 

( Cl oud,  per sonal i t y,  col dhear t ed)
( Cl oud,  per sonal i t y,  soci al l y  
awkwar d)
. . .
( Cl oud,  abi l i t i es,  swor dsmanshi p)
( Cl oud,  abi l i t i es,  super human 
st r engt h)
. . .
( Cl oud,  r el at i onshi p_st at e,  
i ni t i al l y  di s l i ked by Bar r et )

( Reno,  has ski l l s ,  Count er at t ack)
( Reno,  has ski l l s ,  Beat down)
( Count er at t ack,  has ef f ect s,  
count er  pl ayer ' s non- st op 
at t acks)
( EM Shot ,  has ef f ect s,  t r i gger  
Shock Swi pe)
( Reno,  has boss_st at e,  l osi ng 
hal f  HP)

User: Given the following character 
personalities and boss behaviors in 
triples. Please act a character Cloud 
Strife ...

Personalities: <cl oud_t r i pl es>
Boss behaviors: <r eno_t r i pl es>
Scenario: When Reno uses EM Shot, his 
HP is below half.

EM shot

ChatGPT: "You?re just making this easier for me."

Data col l ect i on KG instances  Dialogue gener at i on
<cl oud_t r i pl es>

<r eno_t r i pl es>

Figure 2: An illustrative examples of our method using Final Fantasy VII Remake (FFVIIR) as a games example. The
process begins with data collection, where character information is extracted from FFVII wiki pages. Subsequently,
knowledge graph (KG) instances are generated using GPT-4 alongside predefined ontology concepts and relations,
creating a game-specific KG. Finally, GPT-4 is prompted with actual game dialogue integrated with knowledge
from the KG, enabling contextually enriched dialogue generation.

mentioned above. In Final Fantasy VII Remake, we
gather detailed information on characters, includ-
ing their personalities, abilities, relationships, and
the events they influence or participate in. Addition-
ally, we compile comprehensive data on boss bat-
tles, covering skills, weaknesses, and various states,
such as low health or being engulfed in flames. In
Pokémon, we compiled comprehensive data on the
personality traits, appearances, and Pokémon own-
ership of all main NPCs in the game. Additionally,
we utilized the existing Pokémon knowledge graph,
which encompasses detailed information about in-
dividual Pokémon, their attributes, evolutions, and
relationships. This data forms the foundation for
creating AI dialogue that can utilize knowledge-
based to enhance player immersion.

Knowledge Graph Triples: From the dataset
and ontology developed in previous steps, we have
constructed small knowledge graphs tailored to
FFVIIR and Pokémon game. These knowledge
graphs are designed to store and organize the in-
formation about non-player characters (NPCs) and
their associated Pokémon, facilitating efficient in-
formation retrieval and enhancing the interaction
experience in gameplay.

Figure 3 shows an example of Pokémon KG
where the KG contains a set of triples, structured
as subject-predicate-object, that describe the re-
lationships and attributes of NPCs and Pokémon
within the game’s universe. By integrating these
triples into a knowledge graph, we can utilize these
triples in LLMs’ to generate context-aware dia-
logues based on the NPCs’ distinct personalities,
appearances, and relationships with their Pokémon.

“Sabrina is a female character, a slim
young woman of medium height. She
wears a small red and dress black in the
middle at the waist. Pokémon: Mr. Mime
...”

↓
(Sabrina, has_gender, female)
(Sabrina, has_outfit, a small red and
dress black in the middle at the waist)
(Sabrina, has_height, slim young woman)
(Sabrina, has_pokemon, Mr. Mime)

Figure 3: This figure demonstrates the conversion of
a descriptive text about Sabrina, a character from the
game, into RDF triples. Key attributes such as gender,
outfit, height, and associated Pokémon are extracted and
formatted as triples, showcasing the methodology for
semantic representation of character information.

2.2 Prompting Methods: Final Fantasy VII
Remake

Though FFVIIR delivers cutscenes with story-
driven dialogue and visually stunning graphics, its
battle gameplay can become lengthy during some
boss fights, potentially tedious players. To make
the in-battle dialogue more dynamic, we prompt
GPT-4 using knowledge triples, as discussed in
Section 2.1, to generate dialogue that responds to
specific scenarios. In each prompt, we provide: (1)
an instruction, (2) character triples, (3) boss triples,
and (4) a specific situation in a battle (Figure ). We
ensure that the instruction guides GPT-4 to use the
given knowledge about characters and bosses. For
example (Figure 4), Cloud can be cold but tactical.
So, when Barret is low on health and the Scorpion
Sentinel is about to use Electrostomp (a wide-



Given the following character personalities and boss 
behaviors in triples. Please act a character Cloud Strife, 
consider Cloud's abilities and Reno's battle info in 
steps then answer: what Cloud likely to do and say in a 
given scenarios?

KG Triples
(Cloud, personality, guilt-ridden)
(Cloud, personality, coldhearted)
(Cloud, abilities, swordsmanship)
(Cloud, abilities, superhuman strength)
(Scorpion Sentinel, abilities, Electrostomp)
(Scorpion Sentinel, abilities, Target Scanner)
(Scorpion Sentinel, abilities, Mark 99 Launchers)
(Scorpion Sentinel, weakness, physical attacks at Field 
Generator)
(Scorpion Sentinel, weakness, attacks on legs)
(Electrostomp, effects, knocks back and deals damage)
(EM Field, effects, expands electric pulse)

Scenarios: When Scorpion Sentinel is using 
Electrostomp and Barret health is very low

Cloud: Barret, pull back! I'll handle the front, you 
cover me!

Prompt Template

GPT Answer

 KG triples

Prompt 
instruction

Figure 4: An illustrative example of the complete
prompt for dialogue generation in FFVIIR battle. Cloud
personalities and Scorpion Sentinel (boss) battle infor-
mation in knowledge graph (KG) triples are provided
and used to generate context-aware dialogue. The pro-
cess involves considering a battle situation when Cloud
is facing Scorpion Sentinel.

range electric attack around its body), Cloud would
tell Barret to pull back and use cure.

2.3 Prompting Methods: Generating Red’s
responses to NPCs

In the original Pokémon games, the protago-
nist—known as Red or Ash—does not engage in
verbal interactions with NPCs. Instead, the game-
play is structured such that players only see text
responses from the NPCs during these interactions.
To enhance this dynamic, we have devised a prompt
template that merges our knowledge graph data
with authentic Pokémon scripts. This integration
facilitates querying the knowledge graph for con-
cepts related to the main character’s interactions,
a strategy aimed at optimizing in-game exchanges
from a game development standpoint, where com-
prehensive data is utilized to craft the most engag-
ing interactions with NPCs. Figure 5 illustrates a
prompt example, depicting a hypothetical conver-
sation between Red and the Gym Leader Sabrina.

3 Preliminary results

On the surface, GPT-4 looks promising for text
generation. However, can it generate dialogue in
a manner similar to humans? We aim to answer
this question with both qualitative and quantitative
results. Currently, our results are limited to qualita-

Given the information of NPC(s) Red is talking to in 
a conversation

KG Triples
(Sabrina, has_gender, Female)
(Sabrina, has_mood, Serious)
(Sabrina, has_battle_preference, dislikes battling)
(Sabrina, has_ability, psychic power)
(Sabrina, has pokemon, Alakazam)

Please generate dialogue for Red to complete the 
conversation

Red's personality = Mature trainer

Sabrina: I had a vision of your arrival! I had psychic 
powers since I was a child. I first learned to bend 
spoons with my minds. I dislike fighting, but if you 
wish, I will show you my powers!

Red: [Red's dialogue]

Red: I respect your abilities and your preferences, 
Sabrina. It's impressive how you can communicate 
telepathically with your Pokemon. I'm honored to 
have the chance to challenge a skilled and 
calculating trainer like you.

Prompt Template

GPT Answer

 KG triples

Prompt 
instruction

Dialogue

Figure 5: An illustrative example of the complete
prompt used for dialogue generation. The character-
specific information from a knowledge graph (KG) is
converted into KG triples and used to generate context-
aware dialogue. The process involves concatenating
actual dialogue from Sabrina, the character with whom
Red interacts in the game.

tive assessments (Section 3.1 and Section 3.2). We
highlight words in responses as follows:

• in blue if that reflects GPT-4 majorly using
given knowledge triples

• in green if that reflects GPT-4 majorly con-
fronting a situation

We plan to conduct human evaluations to obtain
quantitative data, which we will discuss in Sec-
tion 3.3.

3.1 Cloud positively fights FFVIIR bosses.
In FFVIIR, there are 24 bosses that players must
fight. Due to time and resource constraints, we
select a subset of these bosses to sample Cloud’s
responses in specific situations. We choose the
first boss of FFVIIR (Scorpion Sentinel), Reno,
and the last boss, Sephiroth, to show how GPT-
4 acts as Cloud responses during the battles. We
sample GPT-4 to generate five responses and pick
the best one to show in Table 1 with variations of
battle situations in each selected boss. In total, we
have 3 bosses, 13 situations, and 65 responses from
GPT-4.

Cloud is overly positive in fights. While this
might contradict players’ experiences, it demon-
strates how GPT-4 (or any large language mod-
els) tend to generalize positive traits, even when
provided with examples portraying Cloud as cold-



hearted and arrogant. With the next step, we hope
to supervise and fine-tune GPT-4 to align more
closely with Cloud’s true personality.

GPT-4 responds based on situations rather
than knowledge. Since we instruct GPT-4 to focus
on Cloud’s abilities and the bosses’ weaknesses,
we expect it to respond with more factual knowl-
edge. However, we notice that while some exam-
ples do leverage knowledge of bosses’ skills and
weaknesses (highlighted in blue in Table 1), the
majority of the responses are based on situational
context (highlighted in green in Table 1), includ-
ing some that were omitted.

3.2 Pokemon’s Red responses to NPCs.

We conducted the experiment as outlined in Sec-
tion 2.3, utilizing a prompting method tailored for
the Pokémon game context. To explore the impact
of personality on dialogue dynamics, we endowed
the main character Red with five distinct personas:
(1) mature Pokémon trainer, (2) amateur Pokémon
trainer, (3) talkative, (4) timid, and (5) confident.
We carefully selected prominent NPCs for this ex-
periment, including all eight gym leaders, the elite
four, Professor Oak, and Rival Blue, to ensure a
comprehensive evaluation across varied and signif-
icant game interactions.

In total, we generated 120 dialogues for Red,
utilizing GPT-4 to synthesize responses based on
the specified personalities. Though our resources
are limited, we conduct a human evaluation of these
dialogues by instruction and providing two main
tasks for the evaluator:

• Instruction: Read Red’s personality and sit-
uation with a gym leader and use the sliders
below to indicate how much you agree with
Red’s response (1 = Strongly disagree, 5 =
Strongly agree).

• Given: Red’s personality, a gym leader’s
name, situation, and Red’s response.

• Task 1: Red’s response adequately expresses
Red’s personality

• Task 2: Red’s response is reasonable and fits
in conversation with a gym leader

One example from the human evaluation is shown
in 6 and 7, in which a total of 120 responses are
evaluated.

GPT-4 is able to generate personality-based
dialogue: The results of our additional experiment
revealed significant differences in dialogue gen-
eration based on the specified personalities. The

Figure 6: An illustration example of a human evalua-
tion task created from a conversation between Red and
Brock.

Figure 7: An illustration example of a human evalua-
tion task created from a conversation between Red and
Misty.

experiment’s outcomes demonstrate GPT-4’s re-
markable ability to generate distinctly varied dia-
logue that aligns with predefined personality pro-
files. The quality of GPT-4 Red’s responses for
Task 1, though not perfect, are high-quality and
show keywords corresponding to a given Red’s per-
sonality. Figure 8 (Left) shows that more than 50 of
120 responses are rated with scores of 4.5-5.0 while
around 30 are rated with scores of 3.5-4.5, 20 are
acceptable (2.5-3.5), and around ten are low-quality
(under 2.5).

As shown Table 2, GPT-4 not only adapts its
responses based on the personality trait assigned to
the main character Red but also effectively incor-
porates specific information from the knowledge
graph. For instance, the model’s ability to mention
specific Pokémon, such as Geodude and Onix, in
its responses. The same patterns can be observed
when generating dialogue for Red with other NPCs
in the Pokémon game where (Task 2, Figure 8).

GPT-4 is good at personating a talkative Red.
From all personalities given for Red, GPT-4 re-
trieves the highest score for Task 1 and Task 2
when Red is talkative (Figure 9). Responses, when



Boss Scenarios Cloud’s responses (Best of 5)

Scorpion Sentinel

[When Scorpion Sentinel is using Electrostomp
and Barret health is very low]

" Barret, pull back! I’ll handle the front, you
cover me!"

[When Scorpion Sentinel is using Electrostomp
and Barret health is normal]

" Barret, keep its attention. I’m going in for the
kill."

[When Scorpion Sentinel engages its Tail Laser] "You’re not catching me with that one!"

[When Scorpion Sentinel first activates its Auto-
Repair]

"It’s healing up! Focus attacks on

the core —now!"

[Upon defeating the Scorpion Sentinel] "Looks like your auto-repair took the day off.
Bad timing."

Reno

[After Reno prepares EM Flail] "Not getting caught in that mess. Let’s see how
you handle this!"

[When Reno uses EM Shot] "You’re just making this easier for me."

[Before Reno uses EM Mine Toss] "You really think those toys will stop me?"

[After defeating Reno] "Reno, relying too much on those EM Mines
was a bad call. They’re too predictable. "

Sephiroth

[When the battle against Sephiroth begins, he
starts casting Firaga]

"Firaga, huh? Guess it’s time to chill things
down."

[After Sephiroth falls to 80% health and using
Thunderstorm]

" This storm ’s just a breeze!"

[After Sephiroth falls to 30% health and using
Boundless Void]

"This is for everything you’ve done! "

[After defeating Sephiroth though he just walk
away with no scratches]

"No matter how many times we do this,
you keep coming back... But so will I. I won’t

stop until it’s finished, for good."

Table 1: Examples of GPT-4 generating dialogue for Cloud, who is in a battle fighting boss: Scorpion Sentinel,
Reno, and Sephiroth. In each boss battle, Cloud can respond to multiple scenarios. We sample 5 responses for each
scenario and select the best one to illustrate.

Figure 8: Histograms illustrate the distribution of ratings
for how well Red’s responses reflect his personality (left)
and Red’s conversation fitness (right).

Red is a mature trainer, are rated the lowest for
both tasks. From this analysis, straightforward per-
sonalities such as talkative, timid, and confident
are trivial for GPT-4 to derive, while those with
unclear personalities, like being mature, might be
challenging for GPT-4 to clearly express in words.

3.3 Future work
Initially, we want to see how well GPT-4 can act
as a game character and provide responses that are

Figure 9: A bar chart displays the average ratings based
on each personality type. The blue bars represent the
average personality ratings, while the lime bars repre-
sent the average conversation fitness ratings.

unexpected yet fitting. We aim to expand to other
video game series that are less popular than the two
we selected. In addition, we want to conduct more
human evaluations for those games, including Fi-
nal Fantasy VII Remake. For Final Fantasy VII



"Brock: I’m BROCK! I’m PEWTER’s GYM LEADER! I believe in rock-hard
defense and determination! That’s why my POKEMON are all the rock-type!
Do you still want to challenge me? Fine then! Show me your best!"

Personality Red’s Response
Mature Pokémon Trainer "Greetings, Brock. Your philosophy of rock-hard defense and determination

is admirable. I’m here to challenge your Geodude and Onix with my own
carefully trained Pokémon. Let’s have a fair and exciting battle."

Amateur Pokémon Trainer "Wow, Brock! I’ve heard a lot about you and your rock-solid Pokémon, like
Geodude and Onix . I’m ready to give it my best shot and learn from this battle.

Let’s do this!"

Talkative "Hey, Brock! Wow, you look really cool with that outfit and your rock-hard
Pokémon team! I’ve heard so much about your Geodude and Onix . I can’t
wait to see how my Pokémon stack up against your rock-type defense. Let’s
have an awesome battle!"

Timid "Um, h-hi Brock. Y-yes, I’d like to challenge you. I know your
Geodude and Onix are really strong, but I’ll do my best. Let’s, uh, begin

the battle."

Confident "Brock, I’ve been looking forward to this challenge. Your Geodude and Onix
are legendary for their defense, but I’m confident my team is up to the task.
Let’s have a great battle!"

Table 2: Examples of GPT-4 generated dialogue for a conversation between Red and Brock, the first gym leader of
Pokémon Red version. The examples show five different responses from five personality of the main character Red.

Remake (FFVIIR) that has personality specifically,
we will present multiple character information with
situations accompanied by GPT-4’s responses. Par-
ticipants will then have K options to choose the
character that they believe best fits the given re-
sponses. A high F-score would indicate that GPT-4
maintains consistent character traits.

Additionally, we want to improve the evaluation
to prove how well GPT-4 uses knowledge in its
responses. In this task, participants will highlight
words in the responses: (1) in blue if the response
reflects GPT-4 predominantly using given knowl-
edge, and (2) in green if it reflects GPT-4 primarily
responding to the situation (similar to our approach
in in Table 1 and Table 2).

These additional evaluations show great promise
and are valid for implementation and broader ap-
plication in dialogue generation tasks and multiple
game scenarios.

4 Related works

Dialogue and Text Generation in Games: Text-
based games have proven to be excellent test beds
for the development of agents operating within lin-
guistic frameworks. As these games involve inter-
actions such as input observations and action com-

mands that are entirely text-driven, they demand
a thorough understanding of language to facilitate
successful gameplay. Prior studies have explored
various text generation techniques in such gaming
environments. For instance, (Fulda et al., 2017) uti-
lized Word2vec embeddings to introduce inference
capabilities, enabling the generated text to learn as-
sociations between suitable verbs and objects. Fur-
ther research (Urbanek et al., 2019) extended this
approach by training BERT (Devlin et al., 2018)
to produce contextually relevant dialogue in action
and fantasy game settings.

Knowledge Graph enhancing Text Genera-
tion: Knowledge graphs have become an reli-
able resource for knowledge-grounded conversa-
tion across various research domains (Tuan et al.,
2019; Kang et al., 2022). They are instrumental
in enhancing dialogue generation in fields such
as medicine (Varshney et al., 2023), question-
answering systems (Indurthi et al., 2017), and gam-
ing (Ashby et al., 2023). By integrating KGs, these
systems are able to leverage structured knowledge
to improve the relevance and accuracy of generated
text, significantly boosting performance.

Generation in Text-based Games using LLMs:
Large language models (LLMs) have been increas-



ingly employed to enhance and innovate text-based
games. (Ammanabrolu et al., 2019) leveraged
Markov chains alongside neural language models
to dynamically generate quests in AI Dungeon 2
(Walton, 2020), expanding gameplay complexity
and narrative depth. Building on this, a recent
approach outlined in (Sudhakaran et al., 2023) in-
troduced MarioGPT, an LLM-based text-to-level
model that enables the creation of diverse game lev-
els tailored to different play styles, further demon-
strating the adaptability of LLMs in gaming. Addi-
tionally, in the realm of narrative generation, (Ku-
maran et al., 2023) proposed a novel application
of LLMs for generating narrative scenes in digital
games, enhancing the storytelling aspect signifi-
cantly. These advancements highlight the trans-
formative potential of LLMs in redefining gaming
experiences by providing rich, adaptive, and per-
sonalized content

5 Conclusion

In this study, we have explored the capacity of
GPT-4 to accurately emulate game characters and
provide responses that align with their personali-
ties and situational contexts. By focusing on main
characters of two popular game Final Fantasy VII
and Pokémon, we investigated how well GPT-4 can
maintain character consistency and utilize in-game
knowledge when generating dialogue.

Our qualitative suggests that GPT-4 can maintain
a high degree of character consistency. Addition-
ally, the task of highlighting knowledge-based and
situational responses has provided further insights
into the model’s ability to integrate specific game
details into its responses.

Future steps involve refining the model through
supervised fine-tuning to better align GPT-4’s re-
sponses with both of the main characters person-
ality traits. Furthermore, we aim to extend our
evaluation methods to human evaluation and apply
it to other characters and dialogue generation tasks
within various game contexts. These efforts will
help enhance the interactive experience for play-
ers, ensuring that AI-generated dialogues remain
immersive and true to character.

Overall, this study demonstrates the potential of
GPT-4 in enhancing character-driven interactions
in gaming, paving the way for more sophisticated
and engaging LLMs-driven dialogue systems.
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