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Abstract
We explore the strategic capabilities of gen-
erative agents in a series of social competi-
tive games that emulate the television show
Survivor. Large Language Models have been
shown to act as intelligent agents through the
addition of external cognitive architectures, but
it is still unknown how these agents perform
in competitive, multi-agent environments. We
suggest a framework, built on top of a frozen
large language model, GPT-4, for designing
generative agents in competitive, episodic en-
vironments and we evaluate their game perfor-
mance. We provide new modules which enable
strategic agents to set and evaluate goals, de-
velop theories of mind about other agents, and
embody descriptive personas that affect their
behavior. Across many simulations, though
agents with varied cognitive abilities displayed
even performance in a "last-agent-standing"
scenario, strategic agents exhibit more diverse
action selection, including an affinity for ex-
ploratory behaviors. We also observe that
agents with personas tailored to the social en-
vironment are significantly more likely to win
these challenges. Finally, goal-driven agents
perform well in a search-based game, display-
ing an emergent capacity to rapidly utilize in-
formation perceived from their environment to
inform task-related actions.

1 Introduction

Artificial intelligence (AI) has a long history in the
world of gaming and is capable of super-human per-
formance in some tasks like Chess and Go (Bern-
stein et al., 1958; Silver et al., 2016). However,
these canonical AI agents are masterful at a single
game and not capable of broader intelligent game-
play. On the contrary, some of the most difficult
tests of human intelligence are those that place play-
ers in competition against one another and require
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Figure 1: A generative agent’s cognitive architec-
ture (discussed at length in Section 3): information
from the external environment passes through a percep-
tion module, which converts observations into memo-
ries. Using their persona, memories, and goals, agents
make informed actions that affect external game state.
Solid lines indicate data flow that occurs at every turn.
Dashed lines indicated data flow that only occurs period-
ically (not all connections shown for clarity; a complete
version can be seen in Figure A.1)

mental flexibility, social prowess, and theory of
mind (Meta Fundamental AI Research Diplomacy
Team (FAIR)† et al., 2022).

The rapid improvement of Large Language Mod-
els (LLMs) has enabled new avenues of research
that explore the behaviors of generative agents



(computational agents backed by an LLM). Much
of the work put into this domain has focused on
developing LLM-based agents in the context of
personal assistants, collaborative multi-agent set-
tings, or conversational human-computer interac-
tions (Li et al., 2024; Zhang et al., 2024; Wu et al.,
2023). Recent research has shown promising de-
velopments that enable generative agents to exhibit
believable or human-like actions (and interactions)
in open-world scenarios. In particular, by adding
cognitive helper modules on top of an LLM, in-
teractive agents were shown to navigate a social
environment as believable simulacra of human be-
havior, reminiscent of the game The Sims (Park
et al., 2023). However, the performance and strate-
gic capabilities of generative agents in competitive
gameplay environments is poorly understood. De-
velopment of intelligent generative agents with the
capacity to set long-term goals, take subversive
actions, and conceptualize the difference between
public and private strategy could have interesting
consequences both within and outside of the gam-
ing world. For instance, generative agents could
enable multi-player games without the need to con-
nect with other human players online by elevat-
ing the abilities of non-player characters (NPCs),
which are historically limited as proxies of believ-
able opponents or teammates.

We set out to test the current limits of genera-
tive agents in competitive gameplay; to that end,
we identified that the task of navigating a compet-
itive environment by utilizing strategy, deception,
cooperation, and social skills exists in numerous
formats, including reality entertainment. The tele-
vision show Survivor, in which players must vote
each other off the game until a single player re-
mains, requires contestants to combine their phys-
ical and strategic capabilities. Taking inspiration
from this game format, we propose an extension to
a cognitive architecture described previously (Park
et al., 2023); we investigate the ability of gener-
ative agents to compete in a game modeled after
the reality television show "Survivor". In Survivor,
players must navigate social interactions, explore
the environment, and make strategic voting deci-
sions. To enable competitive agents, we implement
many of Park et al’s original cognitive structures
for generative agents, including a long-term mem-
ory stream of observations, reflection upon these
experiences, and ranked retrieval of memories that
accounts for that agent’s goals, sense of self, and
perceptions (Figure 1).

Furthermore, we introduce new cognitive mod-
ules that support strategic decision-making and
ground the agent’s behavior using static traits.
Agents are given a persona, which defines their
behavioral tendencies across several traits, that pro-
vides factual background information, and informs
their game strategy. Next, leveraging their knowl-
edge of the environment and past experiences, we
enable generative agents to create goals at several
priority levels. These goals are updated over the
course of the game and used as context by genera-
tive agents to make strategic actions. Lastly, given
the role that social awareness has in navigating our
multi-agent environment, we also implement im-
pressions, which assist generative agents in devel-
oping an inner monologue about other agents with
whom they have interacted (Section B.2, Figure 1).

In total, this work provides the following exten-
sions to the existing literature:

• A flexible package that allows rapid gen-
eration of multi-agent, competitive environ-
ments1.

• Extended architecture: new cognitive mod-
ules, Impressions and Goals, expand agents’
capacity for long-term planning and interper-
sonal reflection.

• Detailed Personas ground agents’ personality
traits and strategy, affecting action selection,
dialogue content, speaking style.

• Evaluation of agent performance in games re-
quiring strategy: (1) comparing in-game met-
rics of rounds survived across persona and
cognition architecture types and (2) the ability
of generative agents to turn clues into strategy
to quickly discover hidden treasures.

2 Related Work

2.1 Foundations

This work builds off of prior designs of generative
agent architectures, which add additional modules
on top of Large Language Models (LLMs) that
enhance long-term memory and assist in adapting
the LLM to its environment. A recent approach
fine-tunes an based on rewards collected via ex-
ploration in a text-based environment (Carta et al.,
2023). Another approach develops an LLM-based

1https://github.com/sthudium25/SurvivorWorld
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agent that is capable of continual learning from in-
teractions, or CLIN (Majumder et al., 2023). This
work reiterates the importance of grounding a lan-
guage model in learned information from the en-
vironment, especially when asking such an agent
to solve spatial and non-trivial tasks. In this case,
grounding occurs across episodes in ScienceWorld
(Wang et al., 2022), with a reflection upon actions
taken in each trial and a persistent, dynamic mem-
ory that is available to the agent. We also note
seminal work in agent dialogue, which describes
an RL algorithm that fine-tunes an agent LLM on
a dataset of goal-oriented dialogue. Agents are
rewarded in interaction with another agent if they
achieve their goal, thereby learning how to direct
their utterances toward a goal (Ammanabrolu et al.,
2021). Others have explored the use of an LLM to
direct competitive agents in an commerce setting
in which restaurant agents compete for consumer
choice (Zhao et al., 2023).

Perhaps most relevant to this paper, LLM-based
agents with enhanced cognition capabilities, includ-
ing reflection, planning, and memory retrieval, ex-
hibit emergent, believable social behaviors such as
information diffusion, in which a human-supplied
seed idea is given to an agent and this information
is propagated throughout the agent cohort (Park
et al., 2023).

2.2 Improving strategic capabilities
Recent works have explored the behavior of LLMs
in competitive settings, noting the importance of
strategic planning (Toy et al., 2024) and understand-
ing the intentions of competitors (Xu et al., 2024b;
Lai et al., 2022; Wang et al., 2023). While previous
works have relied on the intrinsic capabilities of
the underlying LLM to accomplish these functions,
we propose to codify them with additions to the
cognitive architecture described above.

We enable generative agents to develop long-
term strategies, to contemplate their performance
throughout a game, and to adapt strategic sub-goals
that improve their progress toward the end-state
of the competition. Inspired by a Belief-Desire-
Intention model, which encompasses planning, ac-
tion, and the continuous updating of beliefs based
on new information, we augment agents’ cogni-
tive capacity by introducing a separate goal-setting
module (Chen et al., 2024; Meta Fundamental AI
Research Diplomacy Team (FAIR)† et al., 2022).

Further, LLMs are known to struggle with discre-
tion and privacy of sensitive information (Brown

et al., 2022; Xu et al., 2024a; Hartmann et al., 2024).
However, in a competitive environment, keeping
information secret is often part of a successful strat-
egy. Language models are capable of predicting
intent (Zhou et al., 2023), but as observers of sit-
uations in which private information is divulged,
LLMs have shown a limited capacity to build an
accurate theory of mind of the parties involved,
often leaking sensitive facts in inappropriate set-
tings (Mireshghallah et al., 2023). Our environ-
ment poses the challenge to generative agents of
developing and maintaining nuanced of theories of
mind for multiple competitors across the duration
of a game.

3 Architecture

We provide a general framework for building gen-
erative agents in text-based worlds; here we create
a competitive, episodic environment, inspired by
Survivor. Agents take in provided world informa-
tion (such as game rules) as part of the context
that guides their decision making as the simulation
progresses. The game is implemented as a sim-
ple text-based sandbox, in which any number of
locations may be created. The generative agents
described here populate these locations, perceive
their local environments, and use this information
to interact with their surroundings, including other
agents (Figure 1).

3.1 Agents

Within this framework, a generative agent is de-
fined by several key attributes: (1) persona, (2)
memory, (3) goals, and (4) impressions.

Figure 2: (A) Sampled trait scales defining the "Hubris"
archetype; (B) Translation of select trait scores to adjec-
tives.

Persona includes an agent’s core characteristics
such as static facts, personality traits, and strat-
egy type. This background information is used to



ground each agent’s "sense of self" and a summa-
rized version of the Persona is always provided as
part of the system prompt in cognitive tasks.

Personality traits are defined as a series of di-
chotomous scales between word anchors; for ex-
ample, "passive":"assertive" define the anchors of
a scale and are scored as 0 and 100, respectively.
Scores along each of these scales are defined by ref-
erencing a number of preset archetypal characters
(e.g. Villain, Hubris, Teacher, etc.) or can be cus-
tomized by a user (Figure 2A). A score represents
how an agent tends to behave along a particular
axis and is then translated by a utility LLM into an
appropriate adjective (Figure 2B).

Memory aligns closely with the implementation
of Associative Memory described previously (Park
et al., 2023). It is structured as a running list of
observation nodes and consists primarily of infor-
mation about the content, importance, and type
of the observation. Given the volition that agents
have to select their own actions, it is possible that
they will attempt something unsupported by the
underlying game or a valid action may fail if its
preconditions are not met (e.g. an agent halluci-
nates an item and tries to pick it up). These failures
are also stored in the agent’s memory.

Goals represent an agent’s forethought towards
future events and are set at the beginning of each
round. To facilitate selection of strategic actions,
we directed agents to use their game knowledge,
relationships, reflections, and goals from the pre-
vious two rounds to set high-level goals at three
priority levels (Figure L.1). In addition to goal
creation, we evaluate agent progress towards goal
completion and provide these scores as context in
future goal development prompting. We propose
this module as an alternative planning stage in a
generative agent’s cognition, tailored for strategic
multi-agent environments. This approach ensures
a focused, yet flexible trajectory for implement-
ing long-term in-game strategies (Appendix B.1,
Figure B.1).

Impressions develops an agent’s theory of mind
(Premack and Woodruff, 1978; Colwell et al., 2016)
- the human ability to produce the mental state of
another person, or at least a good proxy, in one’s
own mind (Figure B.2A). This ability is critical for
maintaining a proper flow of information in situa-
tions involving sensitive information. In a strategic
game environment, similar notions of "contextual
integrity" (Nissenbaum, 2004) and theory of mind
are required to navigate complex social relation-

ships in which withholding information and deceit
could be advantageous (Figure B.2B). We propose
this module as an added cognitive function - exter-
nal to the core memory - that supports an agent’s
capacity to reason through complex social tasks,
using their internal representation of other agents
in an informed and plastic manner (Section B.2,
Figure L.2).

3.2 Cognition

We also took inspiration from previous work in
the design of cognitive modules (Park et al., 2023).
Generative agents engage with their environment
each time it is their turn in the game. They process
a standard flow of information, which begins by
perceiving the environment, converting new percep-
tions into memories, retrieving memories relevant
to their personal goals and surroundings, and then
taking an action (Figure 1). To this pathway we
add to or modify modules for action selection, re-
flection, and agent dialogue.

3.2.1 Agents select their own actions
Action selection is implemented to give genera-
tive agents autonomy in their decision making pro-
cesses. The retrieval system ranks memories based
on their recency, importance, and cosine similarity
to a query text (Park et al., 2023). To facilitate
strategic actions, the agent’s persona, goals, and
known interpersonal relationships are used to build
the system prompt, as well as to determine memory
relevance. Given a ranked memory list - prioritiz-
ing the most relevant memories in the process of
context history management - an agent is asked
to make an action statement (Figure L.3). They
are given a list of valid action verbs, but are not
restricted to selecting one of these explicitly (Ta-
ble B.1). Instead they may embellish the action
to form a more detailed description of their intent,
which is parsed by the game engine into a valid
action. If the action is successful, the game state is
updated in some way; for example, if agent Mason
Liu states, "Pick up the fishing pole.", and there is a
fishing pole in the same location, then the item will
be placed into Mason’s inventory. Additionally, a
new observation of this action and its outcome is
created in the acting agent’s memory as well as in
the memory of any other agents present.

3.2.2 Reflection builds knowledge over time
Reflection builds high-level inferences over mem-
ories and previous reflections, allowing agents to



Figure 3: Architecture to generate a line of dialogue.
The speaking agent is prompted to respond with an utter-
ance given information about themselves and memories
relevant to the topic of conversation.

construct more meaningful generalizations about
the world, the game, and other agents. For exam-
ple, players might determine that exploring the map
can lead to discovering valuable items or that some
alliances should be kept confidential. Agents re-
flect after each round, storing their inferences in
memory where they are ultimately utilized by other
cognitive modules.

This implementation closely follows the original
architecture (Park et al., 2023), with some modifi-
cations. In our adjusted version, all agents utilize
a fixed set of queries that ask them to consider
memories related to their key partnerships and the
efficacy of their strategy so far (Appendix B.4). Us-
ing the relevant memories, the agent is instructed
to generate five high-level insights, which could
be either new generalizations or updates to pre-
vious reflections. Importantly, agents can refine
prior beliefs by revising old reflections as they gain
more information. This prevents future memory
retrievals from presenting conflicting reflections,
which could confuse the agent.

3.2.3 Communication is key

Dialogue provides a system that allows agents to
have one-on-one conversations with each other in
every game tick. Conversations are built line by
line, with each generative agent being prompted
with the last line of dialogue and asked to reply
or to leave the conversation. Figure 3 shows an
agent initiating and then generating one line of dia-
logue, including the data used to build the dialogue
prompt.

The dialogue system includes contextual infor-
mation and retrieved memories related to the sit-
uation. If the characters mention another player,

the list of memories passed as dialogue context is
updated to include the agent’s observations about
about that player (Figure L.4). At the end of the
dialogue, a summary is stored in both agents’ mem-
ories. While agents can only talk one-on-one, if
other agents are present in the same location, they
also store the dialogue as a memory.

4 Environment Engine

To enable multi-agent simulations in a text-based
game, we extended the text_adventure_games2

package. This package provides a framework for
text-based adventure games, including defining lo-
cations, characters, items, and their interactions.
While other established engines could have been
extended (Côté et al., 2018; Urbanek et al., 2019),
this one allowed us to customize the game setting
in which agents played. The game engine has two
key components: (1) the Game and (2) the Parser.
Information about the Parser can be found in Ap-
pendix D.1.

4.1 A flexible sandbox for text-based games

The base implementation of the Game class allows
for flexible implementation of any number of text-
based games. It is easily adaptable by overriding
the game loop and the termination-state methods.
For the experiments described here, we randomly
permute the agents at the start of each tick, so the
order in which they take their actions changes. We
also introduce functionality specific to a Survivor-
like game that enables generative agents to vote for
each other and exile one of their fellow contestants
to the jury at the end of each round. Once two
agents remain in the game, this panel of agents
selects the winner using their knowledge of the
finalists that they collected prior to being exiled
(Figure D.1).

We describe our experimental methodology used
for the simulations analyzed in Section 5 in Ap-
pendix J and an example of a round of gameplay
can be seen in Appendix K.1.

5 Results

To measure the impact of the cognitive extensions
proposed in this paper, we tested agent performance
in two game settings: a Surivor-like voting-based
game and a simplified search game with the objec-
tive of finding a hidden idol.

2https://interactive-fiction-class.org/
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Symbol Summary Architecture
Goals Impressions

A Baseline ✗ ✗

B Goals ✓ ✗

C Impressions ✗ ✓

D Full ✓ ✓

Table 1: Strategic cognitive architectures tested in abla-
tion experiments.

5.1 Architectural Ablation

We first set up an environment in which agents with
varied cognitive architectures attempted to survive
as the "last agent standing" and we measured how
architecture influenced game performance, actions
taken, and goal completion.

To investigate the effect that our strategic cog-
nitive modules, goals and impressions, have on
agent performance, we randomly distributed the ar-
chitectures across eight generative agents such that
every cognitive set-up was assigned to two agents
(Table 1). We define the full strategic architecture
in this paper and tested this against three ablations,
which reduced the number of cognitive modules
available to a given agent.

Using the inherent metrics of the game envi-
ronment, we tracked the performance of agents
over a series of trials. With this fixed cast of gen-
erative agents, we measured placement, or "exit
position," which is the round in which a player
is eliminated (or wins). If eliminated in the first
round of a game with n characters, a generative
agent achieves placement n, while an agent that
wins a game achieves a placement of 1. Therefore,
agents with lower placement scores performed bet-
ter in the game. Across 23 simulated games, we
found that each of the architectures in Table 1 per-
formed similarly in terms of exit position (Figure
4).

Despite these results, we did find qualitative data
suggesting real differences in the cognitive capac-
ity of agents across modules (Section C.1). We
hypothesized that in a non-deterministic game like
Survivor, in which the winner is selected based on
numerous factors, many of which are out of the
control of an individual, it is possible that the "win-
ning recipe" is more complex than can be elicited
by our Impressions and Goals modules.

Figure 4: Placement of agents who survived beyond the
first round, which tends to be a near-random vote (N=23,
ANOVA: F=0.83, p=0.48). Note that lower placement
is better; placement 1 means an agent won the game.

5.2 Personas influence behavior
While varying the architecture powering genera-
tive agents did not affect in-game performance,
we continued our exploration by pitting two po-
larized agent archetypes against one another. To
accomplish this, we designed "Charismatic" and
"Aloof" archetypes (Figure E.1); social strategy is
paramount in Survivor, so we tested the hypothe-
sis that an outgoing, confident player should out-
perform one who shies away from social interac-
tion. Across 17 simulations, with each persona
assigned to three agents, the charismatic players
won 82% of the games, showing a significant im-
provement over random chance (50%) (Figure 5).

Figure 5: Distribution of agent placements for charis-
matic (µ=2.8) and aloof (µ=4.2) archetypes in a 3 ver-
sus 3 starting configuration (Comparison of means via
Tukey’s HSD (N=17): p=0.0001). All characters used
architecture D: goals + impressions. Lower exit position
is better.

Attempting to find the limit to which agent per-
sona affects in-game outcomes, we set up a second
experiment favoring the aloof archetype (4) to the
charismatic (2). Here, the charismatic group won 7
times across 21 simulations and thus matched the



expected win rate. We hypothesized that the im-
pact of the charismatic archetype was diminished
when outnumbered by aloof agents, who are less
susceptible to these players’ charm and are more
inclined to traverse the map, often moving away
from conversational environments (Figure E.2).

So while we see similar performance across
the agent architectures, we found a robust effect
elicited by agent personas. The quantifiable impact
persona had on the outcome of our game suggests
that the underlying LLM is acting with a strong
concept of "who" the agent is that it is embodying.
This opens the door to significant customization of
generative agents across a wide range of tasks, in-
cluding in games in which a character controlled by
a generative agent could be informed by a nuanced
backstory.

5.3 Idol search game: search efficiency

We considered the possibility that a game like Sur-
vivor, in which patterns in human winners are diffi-
cult to find, may be too nuanced of a testing ground
for our strategic modules. Thus, we constructed
a simplified game with the objective of finding a
hidden idol in the jungle. This game requires in-
dividual performance and thus we hypothesized
that agents with goals would out-perform those
without them. Simulations were conducted with
pairs of agents of the same architecture and their
search efficiency was measured across 29 rounds
each. Indeed, agents who possessed the goals mod-
ule performed marginally better than those without
(Figure 6).

Architecture B (base + goals) performed signif-
icantly better at this task than the other configura-
tions. In a non-social game with a timed search ob-
jective, planning is a key capability and likely more
important than developing impressions of a team-
mate; moreover, the omission of the impressions
module does not preclude agent’s from developing
shared strategies.

Evidence of this difference in game performance
was also supported by the agents’ ability to act
upon environmental information. We placed a clue
near the game’s starting position that described
how to properly search for the hidden idol. When
agents located the clue, the time from discovery
to their first properly constructed idol search was
marginally lower for agents with our strategic mod-
ules than for agents with base cognition (Figure
F.1).

Figure 6: Search completion time by architecture (com-
parison of means via Tukey’s HSD: pA,B=0.04, others:
NS). All characters possessed an "Explorer" archetype.

5.4 Strategic agents diversify their actions

While the game performance of these agents cap-
tures an overview of their strategic capabilities, it
fails to describe the way in which agents with dif-
ferent architectures approached their decisions in
the game. To address this gap, we measured met-
rics related to the agents’ action selection in the
traditional Survivor game. Action statements were
classified into three groups: talking, moving, and
others (e.g. "pick up..."). Across 23 simulations,
we observed a strong preference for conversation
between agents (72.6% of all recorded actions).
However, agents backed by the full strategic archi-
tecture (D) demonstrated a greater diversity in their
selections, opting to interact with their environ-
ment or travel in addition to initiating discussion.
So, while they do not socialize to the same extent
as agents with ablated architectures, they show an
ability to interact with their environments and to
explore alternative ways of achieving their goals
(Figure 7, G.1, G.2).

Figure 7: "Talk to" action distribution by architecture.
We notice that characters with full architecture explore
and interact with the environment more. Compari-
son of means via Tukey’s HSD (N=23): pA,D=0.00,
pB,D=0.004, pC,D=0.001.



Similarly, in simulations with polarized personas
(Section 5.2), we saw an alignment of personality
type with action selection. Charismatic archetypes
chose to engage in conversation 3 to 4 times as
often as their aloof counterparts. Conversely, the
aloof players searched and traversed the map nearly
twice as frequently. These results demonstrate that
the dispositions encoded in Personas are incorpo-
rated into agent decision-making (Figure G.3).

6 Conclusions

We investigate the impact that new strategic cogni-
tive modules have on agent performance in several
games inspired by Survivor. Notably, we observe
that generative agents with the ability to create pri-
oritized goals show improved efficiency in a search
task. These agents are quicker to integrate new
information related to the game’s objective into
their decision-making, which translates to a sig-
nificant difference in search efficiency. We also
demonstrate cohesion between agent Personas and
decision-making, particularly in the distribution of
actions taken. The effect of our Persona module
on agents translates to differences in game perfor-
mance; agents designed to be charismatic were far
more likely to win our social-competitive game
than those with aloof personalities. In our "last-
agent-standing" simulations, we do not see proof
of a performance difference between agents with
different architectures (Section 5.1); however, we
do find qualitative evidence that our strategic agents
behaved differently in this context (Section C.1).
Thus, we hypothesize that the complex nature of
the game, in which the actions of other agents affect
individual outcomes, might occlude differences in
agent performance.

6.1 Utility of strategic generative agents

Generative agents engineered for strategy develop-
ment have vast potential to enable positive applica-
tions in the gaming world, including: (1) Enhanced
Strategic Decision-Making. Goal-driven agents
possessing theory of mind could be applied in set-
tings that require long-term strategy development
such as simulated versions of real-world negotia-
tions or dynamic experiences in traditional games
with NPCs. The latter example is notable because
it could allow for personalized or novel experiences
for human players, improving the replay-ability of
games. (2) Diversity in Agent Representation. This
framework can promote more representations in AI

agents by designing diverse personas, which can
be beneficial for testing theories in social sciences
or economics. It also could improve the access that
human players from minority backgrounds have to
see themselves represented in NPCs in the gaming
industry (Manning et al., 2024).

6.2 Future Work

In this work, we tailor three new modules to support
their strategic performance of generative agents in
competitive games: goals, impressions, and per-
sonas. Some aspects of this architecture could be
improved to achieve better results.

On one hand, future work could fine-tune
prompts and the context made available to agents.
One disadvantage of this architecture is the ver-
bosity of the prompts that the LLM must consider
when deciding what action to take. Improving
memory retrieval to efficiently collect only the most
relevant observations and honing the extra prompt
information (e.g. personal details or goals) would
make the context more concrete and informative to
the underlying LLM.

Secondly, information between games could be
used to improve agent cognition. Following the
previous frameworks, agents could reflect upon
past games to develop a generalized understanding
of how to succeed in the game (Majumder et al.,
2023). In future work on this topic, reinforcement
learning techniques could be implemented between
games to improve agent performance.

There is also the opportunity to explore better
testing grounds for these agents. A game that could
be good for experimentation is Sid Meier’s Civiliza-
tion, where agents would be tested on their ability
to explore, strategize, and socialize (Qi et al., 2024;
Branavan et al., 2012). Civilization is especially
useful because it involves a social aspect when in-
teracting with other players, and the relationship
between skill and performance is clearer than in a
game like Survivor. Additionally, another informa-
tive game setting could be Mafia (Kim and Kim,
2023), which requires agents to lie and deceive in
order to perform well, allowing for a deeper ex-
ploration of how this work’s Impressions module
influences the ability of generative agents to iden-
tify public from private information.

7 Limitations

While this initial implementation uses Survivor
as inspiration for its structure, we believe that



these agents can succeed in any kind of similarly-
structured social-competitive game. However, it
is difficult to evaluate the intrinsic strategic abil-
ity of the generative agents because of cues in the
game that elicit ideas from the game show. It is
likely that the LLM used here, GPT-4, was ex-
posed to Survivor-related content in its training
data given the extensive presence of blogs and Red-
dit threads dedicated to the analysis or summary
of past seasons. Though "Survivor" was not men-
tioned explicitly, the inclusion of words such as
"tribe", "camp", "voting out", "immunity idol", and
"island" likely caused these portions of the training
data to influence the token probabilities of genera-
tive agents, who then end up quoting phrases from
the show like, "outwit, outplay, outlast" (some ex-
amples of this can be seen in Appendix K.2). This
raises the possibility that strategies used by agents
were learned from Survivor-related content and
thus fail to properly test the innate ability of gener-
ative agents to develop solutions to the game or to
learn from the environment.

Another limitation we encountered during exper-
imentation is that generative agents have a procliv-
ity to act agreeably, espsecially during conversation.
When instructed to disagree, generative agents of-
ten did so within the first line of dialogue. However,
as the conversation evolved, they often found com-
promises with their counterparts and were more
likely to agree to alliances or general sentiments.
This bias toward agreement was then translated
into memories, thus impacting the perception of
others and causing agents to change their minds
frequently about allies and other contestants. In
a game as complex as Survivor, agents must be
more critical of their surroundings and competitors,
adapting their strategies accordingly.

Finally, a non-trivial reality of this system is
the cost (both monetarily and in time) associated
with using an API-based LLM such as GPT-4 as
we did here. The architecture described here uses
thousands of requests containing millions of to-
kens to the OpenAI API during each game (Table
I.1). Thus, a full game of the basic Surivor-like
game typically costs over $300 and takes up to 3.5
hours to run (Section I.2). As models continue to
develop, they will become cheaper and run with
lower latency, but it remains a worthwhile endeavor
to improve the efficiency of the architecture that
powers generative agents.

7.1 Ethical Considerations

While competitive generative AI agents enable pos-
itive applications, as discussed above, they also
pose ethical risks that require mitigation. These
concerns include: (1) Privacy Concerns and Infor-
mation Misuse. In competitive environments, the
strategic use of sensitive information could lead
to scenarios where personal data is misused, lead-
ing to potential breaches of confidentiality. (2)
Over-Reliance on Technology. There is a risk that
reliance on generative agents for strategy devel-
opment in competitive scenarios could diminish
human strategic thinking skills. (3) Inherent or
Acquired Biases from the Underlying Generative
AI Systems. If the training data for the systems
on which these agents are built includes biased or
non-inclusive content, the agents themselves might
reinforce those stereotypes or biased/unfair repre-
sentations.

To address these ethical concerns, designers
should implement mitigation strategies, such as:
(1) Ethical Guidelines and Monitoring. Develop
and enforce strict ethical guidelines to govern the
behavior of generative agents, particularly in how
they handle sensitive information and interact with
other agents. (2) Transparency and User Aware-
ness. Ensure that all participants in simulations
involving generative agents are fully aware of the
artificial nature of their interactions. (3) Continu-
ous Evaluation and Adjustment. Regularly evaluate
the impact of generative agents in competitive envi-
ronments and adjust their programming to prevent
any negative behaviors that could lead to unethical
outcomes.
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A Cognitive Data Flow

The full overview of a generative agent’s cogni-
tion. An agent’s persona and universally available
knowledge - or "World Info" here - are utilized in
in many of the system prompts (Figure A.1).

B Architectural Clarifications

B.1 Goals: Information Flow
At the beginning of each round, agents are asked
to generate goals. To do so, they take in: (1) the
universal world information, (2) their personal sum-
mary, (3) reflections from the prior round, (4) their
goals from the last two rounds (should those goals

Figure A.1: Complete flow of cognitive data through a
generative agent. Solid lines are processed every tick
and dashed lines are processed periodically. OpenAI
logos indicate steps that send a request to GPT-4.

exist; for example, this is not included in round
0), and (5) completion scores for their prior goals.
Figure B.1 shows an example of the flow of data
from the reflection stage, through goals, and finally
to concrete actions taken by an agent.

B.2 Impressions

The Impressions module leverages the concept of
Theory of Mind, which is the human ability to con-
ceptualize another person’s thoughts or understand-
ing of an environment (Colwell et al., 2016). This
is particularly important in a game setting in which
information is the most valuable currency; thus,
we ask generative agents to consider their relation-
ships with others, including what information they
ought to keep discrete (Mireshghallah et al., 2023).
In Impressions, we focus on several key questions
that encourage generative agents to consider how
other agents are perceiving the environment (Fig-
ure B.2A, B). Generative agents create impressions
of a target when they encounter someone they have
never met before or if their existing impression
is sufficiently outdated. In this implementation,
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Figure B.1: Flow of information in an agent’s goal
formation and the effect of these goals on their selected
actions.

agents will update an old impression at least once
per round. This ensures that they build up a pool of
new memories about a character before creating or
updating their impression. The prompting for this
module is provided in Figure L.2.

Figure B.2: Illustration of impression generation. (A)
Generative agent, Claire, has met Jimmy and must con-
sider his view upon the world, the game, and Claire
herself. (B) We ask agents to develop contextual in-
tegrity of sensitive information they possess.

Action
Verb

Description

Describe Observe one’s surroundings
Go Travel in some direction
Get Retrieve an object
Drop Discard an object
Inventory List items in one’s possession
Examine Look closely at an object
Give Hand an item to another agent
Eat/Drink Consume food/liquid
Light Ignite something flammable
Catch fish Cast a line into water
Talk Converse with someone
Search idol Attempt to locate the hidden idol
Read clue Access the information on the

clue

Table B.1: The action space available to generative
agents.

B.3 Action Space

Here we show the available action verbs available
to agents. The game engine’s Parser does not re-
quire exact matching of these verbs, but instead
uses an auxiliary LLM to perform intent disam-
biguation of an agent’s action statement to one
of the verbs shown here. If there is no good
match, then the action will fail, the agent will be
informed (via a new memory of the failed action),
and prompted again to perform a new action (Table
B.1).

B.4 Reflection Query Questions

The following questions are used as queries in the
reflection procedure that agents call at the end of a
round. Each question is used in a memory retrieval
process. Agents are then asked to reflect upon the
unique set of memories that are pulled using these
queries:

• What were my key partnerships in this round?

• How have my recent decisions influenced my
alliances, and what changes should I make to
strengthen or repair relationships with other
players?

• How effectively did I handle major threats this
round, and what alliances or betrayals should
I anticipate for the next round based on these
actions?



• Which strategies have been effective so far,
and how should I adjust my overall game plan
to align with the evolving dynamics of the
game?

C Results addenda

C.1 Qualitative architectural differences
We observe qualitative differences in gameplay
among characters with different architectures. In
Architecture B, characters focus on a single tar-
get, influenced by personal experience, as shown
in Figure C.1. This approach results in a narrow,
experience-based strategy. Conversely, Architec-
ture D incorporates a theory of mind, enabling char-
acters to strategize not only based on personal ex-
perience but also by anticipating and countering
the strategies of their target, as illustrated in Fig-
ure C.1. This dual-layered strategy enhances their
adaptive capabilities. In contrast, characters in Ar-
chitecture A and C, lacking defined goals, fail to
develop coherent long-term strategies. They incon-
sistently vote out various players, demonstrating
the importance of goal-oriented models (as seen in
Architectures B and D) for maintaining effective
strategies over time.

Figure C.1: Qualitative Architecture Comparison

D Game Engine: Parser

D.1 Game parser
The Parser powers the translation from open-
ended natural language statements into valid (or po-
tentially invalid) actions that affect game state. We

Figure D.1: During each round, agents first set goals.
Then, during each tick, each character takes one action.
On the round’s final tick, characters vote to eliminate
someone, reflect on their memories generated during
the round, and evaluate their goals.

instruct another language model instance to map
a command phrase given by a generative agent to
one of the valid actions in the game. This includes
subroutines in which the LLM must identify valid
agents, items, or directions of travel based on the
content of the command. If a valid action is found
from the command, the parser checks that the ac-
tions preconditions have been properly met by the
underlying game state, and then executes the action
to update the environment. Agents receive feed-
back in the form of memories which indicate the
outcome of their actions; this occurs for both suc-
cessful and unsuccessful actions, meaning agents
can learn what types of actions do not work.

D.2 Round structure

A round of gameplay is structured as seen in Figure
D.1.

E Imbalanced persona experimentation

Sample traits in extreme personas. All "aloof" traits
were set to 0 with their corresponding low anchor
word. All "charisma" traits were set to 100 with
their corresponding high anchor word. These adjec-
tives were then used in creating the agent persona
summary which is fed as context to the agent LLM.

The dominance of the charismatic players was
diminished when they were outnumbered by aloof
players; we used a starting configuration of 2
"charismatic" and 4 "aloof". Charismatic agents
won 1

3 of the games as expected by random chance



Figure E.1: Sample trait cards

(Figure E.2).

F Agent search efficiency

In games in which agents discovered the clue to the
hidden immunity idol, agents with our cognitive
modules displayed marginal improvement in the
speed at which this information was incorporated
into strategy via concrete actions (Figure F.1).

G Agent Action Selection

The results of the distribution of moving actions
and other actions (fishing, searching, picking up
objects, etc) can be seen in Figures G.1 and G.2.

We see a similar pattern in the action selection of
agents possessing charismatic and aloof personas
(Section 5.2, Figure E.1). Charismatic agents have
a strong propensity to engage in conversation while
aloof agents prefer to move around the map, avoid-
ing confrontation as much as possible (Figure G.3).

Figure E.2: Placement in the traditional Survivor game
when experimenting with imbalanced personas starting
configuration with 4 Aloof and 2 Charismatic charac-
ters. Comparison of means via Tukey’s HSD (N=21):
p=0.65.

Figure F.1: Duration between clue discovery and first
proper search action. Median values: A (9.0), B (6.0),
C (8.0), D (6.5); One-way ANOVA of means: F=2.45,
p=0.06.

H Goal Arc Case Study

H.1 Agents use goals to set priorities

We developed a system to evaluate goal completion
that uses an "auditor" LLM to assess an agent’s
progression toward the goals that they set at the
beginning of the same round. The evaluator com-
pares an agent’s goals against their reflections and
actions. This evaluation is rated on a scale from
1 to 5, where 1 indicates minimal progress and 5
denotes complete achievement of the goal. We saw
that agents used goals to inform their actions and
a positive trend in completion score from low to
high priority goals (Figure H.1A). However, it’s
important to note that since the goals are subjec-
tive and often vague, the auditor LLM’s scoring



Figure G.1: Number of actions related to travel between
locations in the game. Comparison of means via Tukey’s
HSD (N=23): pA,D=0.015, others: NS.

Figure G.2: "Other" actions involve searching for
idols, picking up items, eating, fishing, etc. Compar-
ison of means via Tukey’s HSD (N=23): pA,D=0.00,
pB,D=0.001, pC,D=0.003.

Figure G.3: Mean proportion of actions taken across
simulations of the 3v3 personas experiment (Section
5.2). N=17.

can be inconsistent, unlike rule-based scoring sys-
tems in which outcomes are clearly defined and
unambiguous.

We also took an anecdotal approach in assessing

the evolution of agent-generated goals by following
the goal arc of an agent, Akua (architecture B) over
the course of a game; in doing so, we highlight the
strategic adaptability of generative agents. Akua’s
goal, "find idol", evolves into "find idol in jungle
or the well" and culminates in his locating the idol
in the deep jungle. This progression underscores
the agents’ capability to retain and refine their ob-
jectives based on prior reflections and actions to
advance their strategic aims (Figure H.1B).

The dynamics of the final jury reveal another
layer of strategy influenced by social interactions.
Alexandra, the other finalist, has a comprehensive
victory that is attributed to her proactive engage-
ment in strategic discussions and information shar-
ing, contrasting with Akua’s narrower focus on his
idol search and alliance with one character. This
disparity in social engagement highlights the effec-
tiveness of our agents’ goal-oriented module and
memory retrieval system.

A surprising twist occurs in later rounds when
Akua, despite a strong alliance with Eliana since
round 0, forms a covert alliance with Alexandra
and votes out Eliana. He rationalizes this by fearing
his inability to overpower Eliana in the final round.
Here, we see the implementation of our theory of
mind architecture, which prompts Eliana to suspect
Alexandra’s and Akua’s motivations and attempt
to counteract the betrayal by targeting Alexandra.
However, she realizes this too late and is elimi-
nated.

Figure H.1: (A) Goal completion scores by priority level
(N = 23). (B) Akua’s goal arc from rounds 1, in which
he identifies the idol as important, to 3, in which he
completes his goal.



I Cost estimation

I.1 Request counts

We summarize the calls to the OpenAI API and
the number of tokens processed over the course
of 6 games of an exploration-style game. This
game was set up with a max of 11 rounds, 4 ticks
per round, and consisted of 6 agents; the agents
were allowed to take 3 actions per round. The 4th
turn consisted of a reflection and goal-evaluation
procedure (for architectures possessing goals).

Measure Grouping Count

Calls
character 91± 15.4

game 539± 57

Tokens
character 101000± 27000

game 560800± 171000

Table I.1: Calls and tokens passed to OpenAI’s API
across 6 simulations. Counts are normalized by the
number of rounds that the game took to complete. For
these simulations, the shortest game was 3 rounds and
the longest took all 11 rounds.

I.2 Monetary cost estimate

Though difficult to determine exactly, we estimate
that the 23 simulations (plus others that were not
included in this analysis due to errors in code or
information logging) of the traditional Survivor
game (Section 4.1) cost $16090 with an average
cost per request of $0.037. The average cost per
game was approximately $350.

J Methods

J.1 Architectural Ablation Setup

For the experiments comparing in-game perfor-
mance of the different architectures described in
Table 1, we ran 23 games with the following char-
acteristics:

• The goal of the game was to survive until the
end. At the end of each round one player is
voted off, and at the end of the game, the first 6
eliminated players vote for a winner between
two finalists.

• 8 characters played with 8 distinct personas.
Each character was assigned an architecture
at random at the start of the game such that
each architecture was assigned to 2 agents.

• The game had 4 starting locations (camp,
beach, ocean, jungle path) with 2 characters
each, which were also randomly assigned.

• Each game ran for 7 rounds of 5 ticks each
(i.e. 5 actions per round), with a 6th tick used
for a voting phase at the end of each round.

• If any vote ended up being a tie, one of the
tied players would be selected uniformally at
random.

In addition to measuring game performance, we
also collected the actions attempted by each char-
acter across our simulations. We wanted to see
if different architectures interact with the environ-
ment differently. The "talk" action would reflect
the agent’s ability to socialize, "movement" actions
would show how good the agent is at exploring,
and "other" actions (such as picking up items and
searching for idols) would show that the agent
wants to interact with what it’s perceiving outside
of other characters.

J.2 Persona Experiments Setup

For these experiments, the goal of the game re-
mained the same as in Sec. J.1, but all characters
were assigned the same full architecture (D) (Ta-
ble 1), and we tested for performance differences
between characters with polarized personas. The
games had 6 players and lasted for 5 rounds. 17
games were run with 3 aloof vs 3 charismatic char-
acters, and 21 games were run with 4 aloof vs 2
charismatic characters (Section E). Examples of
the polarized personas used for these experiments
can be found in the assets directory of the accom-
panying repository (Footnote 1).

J.3 Exploration Experiments Setup

To measure the impact of different architectures on
exploration, games were run with a new objective.
The goal of these games was to find a hidden idol,
which was made more difficult by requiring a tool
to do so successfully. The characteristics in these
games were:

• 2 characters per game, both with similar "Ex-
plorer" personas and traits (but different static
facts). In a given game, both characters had
the same architecture and were allowed to col-
laborate.

• 1 starting location at the camp.



• The idol was hidden in the jungle, requiring a
machete to find.

• A clue was placed at the cliffs, which indi-
cated to characters how to find the idol.

• The game would end when either character
found the idol.

The number of games run for these experiments
can be seen in Table J.1.

Architecture Number of games
A 26
B 25
C 27
D 32

Table J.1: Number of games run for the exploration
experiments by architecture.

K Gameplay Excerpts

K.1 Round of gameplay
We are in the 6th round of a game with 8 characters.
There are 3 characters left: Akua, Marisol, and
Jamal.

Akua and Jamal have been working together and
talking primarily with each other. They both started
at the jungle path and have been moving together.
Marisol had been talking to Madeline and Mason,
who she backstabbed at the latest round by voting
against him. She now moved to the jungle path and
joined the other two.

Since they are all at the same location, these
conversations are all within earshot of each other
and they are stored in all their memories. Addi-
tionally, we are only printing new impressions at
the beginning of each action, so while they might
be perceiving more items and characters than de-
scribed here since they perceived those before, it is
not repeated again.

Here we see that even if Marisol tries to
convince the others to vote for each other, and they
agree, at the end Akua and Jamal choose to stay
loyal and vote out Marisol.

ROUND: 5.0

It is Akua Wekesa’s turn
Akua Wekesa chose to take action: Talk

to Marisol Garcia about potential alliance
strategies.

Akua Wekesa said: Marisol, we’ve both
come a long way in this game, and I believe
that together we could go even further, strate-
gically and methodically navigating our way
to the finals. Our alliance could be beneficial,
taking on others hand-in-hand. Of course, the
essence remains mutual respect, trust, and
efficiency. In your opinion, what would be the
keys for us to strengthen our alliance and work
effectively together?

Marisol Garcia said: Akua, I agree whole-
heartedly. Look, we’ve done a great job so far
individually, but I believe together we can make
it to the very end. Communication, trust and
vigilance are vital. I also believe that keep-
ing our alliance low-profile can help to pre-
vent arousing suspicion from the others. We
need to share information immediately - any
changes in dynamics, any discoveries related
to hidden immunity idols. Of course, we also
need to ensure our votes align come voting
time. If we adhere to these principles, I believe
we can both succeed.

Akua Wekesa said: Marisol, I couldn’t agree
more. Communication, trust, and vigilance are
indeed the foundation of our alliance. Like-
wise, maintaining a low-profile and being sub-
tle about our alliance ensures we don’t attract
unwanted attention. Also, ensuring our voting
decisions align is crucial in securing our place
in the upcoming rounds. Let’s be proactive
about sharing any significant discoveries or
changes in dynamics. We’re in this together,
after all. Our combined efforts will undoubtedly
strengthen our position in the game. Here’s to
our alliance’s success.

Marisol Garcia said: Akua, I’m glad we see
eye to eye on this. Maintaining open communi-
cation and strategic agility is key to us moving
forward. We need to keep an eye on the oth-
ers, monitor their actions, and remain alert to
any changes. Any crucial information we find,
be it about an immunity idol or other alliances,
we share immediately with each other. We can
adapt our strategies as necessary. Our mutual
survival is the top priority. I’m excited for what
our alliance can achieve and I believe with our
cooperation, we stand a strong chance of win-
ning. Here’s to us! Let’s conquer this game
together.

Akua Wekesa said: Marisol, I completely
agree. Our shared vision and cooperative ap-



proach are our biggest assets. Let’s remain
observant and adaptive, given that dynamics
in the game can change rapidly. Rest assured,
any critical information that comes my way will
be shared with you immediately. Together, we
can face any shifts in the game. Let’s navi-
gate our way to the top. Indeed, here’s to us
conquering the game, together.

Marisol Garcia said: Akua, you’ve summed
it up perfectly. Maintaining our vigilance,
sharing crucial information, and adapting to
the game’s dynamics will be our keys to a
successful alliance. Alongside this, we must
remain hopeful and stay focused on our goal.
Here’s to our strong alliance and succeeding
in the game together. I feel hopeful about
the possibilities in front of us. Let’s take each
day as it comes and make the best of the
opportunities we have.

It is Jamal Malik’s turn
Jamal Malik sees: [’Jamal Malik sees char-

acters Marisol Garcia’]
Jamal Malik chose to take action: Talk to

Marisol Garcia about forming an alliance.
Jamal Malik said: "Hey Marisol, I’ve been

observing the way you’ve been playing this
game, and I think our strategies align quite
well. I think it would be beneficial for both of us
if we formed an alliance. What do you think?"

Marisol Garcia said: Hi Jamal, I truly appre-
ciate your offer and thoughtfulness. Forming
an alliance would definitely offer some strate-
gic advantages. However, let’s remember to
maintain open communication and mutual re-
spect to ensure our alliance works effectively.
It’s crucial for us to keep each other informed
about any significant changes or findings, es-
pecially if we find the immunity idol or when
making voting decisions. If you’re comfortable
with these terms, I’m happy to agree to an
alliance.

Jamal Malik said: "Marisol, I entirely agree
with your points. Open communication and
mutual respect are fundamental to a success-
ful alliance. I commit to keeping you informed
on important matters, especially regarding im-
munity idols or voting decisions. With these
agreements in place, let’s move forward as
allies. Looking forward to our collaborative
efforts in this game!"

Marisol Garcia said: Fantastic, Jamal. I be-

lieve our alliance will be beneficial for us in
the long run. Let’s stick together, maintain
trust, and work on our strategies collectively.
I’ll make sure to keep you updated with any
significant details too. Looking forward to navi-
gating the rest of the game together!

Jamal Malik said: I believe we’ve set a
strong foundation for our alliance, Marisol.
Let’s ensure to keep each other’s best inter-
ests in mind as we move forward. Remember,
we’re stronger together. Looking forward to
our shared journey in this game!

Marisol Garcia said: I completely agree, Ja-
mal. And remember, we remain flexible and
adaptable to the ever changing dynamics of
the game. Let’s keep our alliance discreet
and let’s be proactive and vigilant at the same
time. I’m excited for our journey and I believe
together we can tackle any challenges that
come our way!

Jamal Malik said: "Absolutely, Marisol. Stay-
ing adaptable and vigilant will indeed serve us
well in this game. Let’s navigate these chal-
lenges side by side, discreetly and proactively.
Count on me to be there every step of the way.
Let’s do this!"

Marisol Garcia said: Absolutely, Jamal!
Count me in too. Now, let’s focus on strategiz-
ing and exploring the game area. Perhaps we
could find that hidden immunity idol. It might
really turn the tide in our favor. Let’s do this
together, step by step.

Jamal Malik said: "Definitely, Marisol. Find-
ing that hidden immunity idol could be a real
game-changer. Let’s split up and explore dif-
ferent areas, and then we can reconvene to
share our findings. We’re in this together, step
by step." Marisol Garcia said: I completely
agree, Jamal. Let’s keep our eyes open and
our alliance strong. We’ll reconvene to share
our findings. Good luck, and let’s prove that to-
gether we can make a difference in this game.

Jamal Malik said: "I couldn’t agree more,
Marisol. Wishing you the best of luck in the
exploration. Let’s meet later to discuss any
potential leads on the idol. Remember, we got
this!"

Marisol Garcia said: I absolutely agree,
Jamal. Meet you back here later to share our
findings. Let’s keep our spirits high and our
focus sharp. Good luck, and remember, we’re
in this together!



It is Marisol Garcia’s turn
Marisol Garcia sees: [’Marisol Garcia is at a

jungle path towards the well.’]
Marisol Garcia sees: [’From Jungle Path

Marisol Garcia could go North to Jungle’]
Marisol Garcia sees: [’Marisol Garcia sees

characters Jamal Malik’]
Marisol Garcia chose to take action: Talk

to Akua Wekesa about potentially aligning
our votes.

Marisol Garcia said: Hey Akua! I hope your
exploration of the jungle is going well. I wanted
to continue our previous conversation about
our alliance. I believe we can both benefit if we
align our votes in the upcoming round. What
are your thoughts on this?

Akua Wekesa said: Marisol, I completely
agree. Our alliance has been mutually ben-
eficial so far, which gives me confidence to
continue in the same spirit. Aligning our votes
could indeed provide a strategic advantage.
However, it’s also important to consider the
potential implications. We should be careful
not to arouse suspicion among the other con-
testants. A low profile is key if we want our
alliance to be successful. What do you think?

Marisol Garcia said: Absolutely, Akua! Nav-
igating these challenges quietly and strategi-
cally is, indeed, vital for our success. Let’s
make sure we’re discreet with our decision-
making. Maintaining trust and clear commu-
nication within our alliance is key. As long
as we keep each other updated of significant
changes or findings, we should have a signif-
icant advantage in the rounds to come. I’m
glad we’re on the same page.

Akua Wekesa said: Indeed Marisol, main-
taining our bond and trustworthiness is perti-
nent to our progress in this game. We should
also stay proactive in our idol search as that
can solidify our position in the game. I’m
earnest in my commitment to our alliance and
look forward to our collaboration. We’ll tread
carefully and make sure our steps are calcu-
lated so that our alliance can thrive further.

Marisol Garcia said: Yes, Akua, we are def-
initely in sync with our strategic planning. I
appreciate your commitment to our alliance.
Working jointly towards finding the idol will not
only aid our advancement in the game, but
also cement our bond. I too am committed to

us succeeding together. Let’s continue to keep
each other informed and work as a united front.
I am confident that our combined strength will
see us through. It was great to touch base,
Akua. Let’s remember the essence of our al-
liance — communication, trust, and delivering
on our promises — as we move forward.

Akua Wekesa said: Marisol, I couldn’t have
put it better myself. Our combined strength
indeed, along with the shared determination
will guide us through this game. I appreciate
your acknowledgment of the essence of our
alliance. Let’s continue to execute our plan
meticulously and succeed together. Just re-
member, we are stronger as a unit. Let’s touch
base soon to keep our strategy updated. Until
then, let’s keep exploring, stay vigilant, and
may good fortune favor us.

Marisol Garcia said: You know, Akua, I
couldn’t agree more. This journey together
has been such a rewarding experience, and
I can’t wait to see how far our alliance will
take us. Our communication and mutual trust
have truly been the pillars of our bond, which
I value deeply. I’m looking forward to keeping
our strategy up-to-date as we continue on this
path. Let’s not forget to maintain a low pro-
file and share any important updates promptly.
Until then, happy exploring and stay safe!

Akua Wekesa said: Marisol, I agree whole-
heartedly with your sentiments. Our bond has
been one of the key pillars of strength in this
journey. Let’s remain diligent in our exploration,
stay safe, and stay tenacious. I’m optimistic
that our thoughtful strides will bring fortune to
this alliance. Until our next discussive touch-
point, all the best in your explorations!

Marisol Garcia said: Thank you, Akua.
Please take care and continue to keep a sharp
eye during your exploration. I am sure we will
have more updates to share soon. I absolutely
agree with you about our diligent and strategic
approach leading us towards success in this
game. Until we touch base next, stay safe and
good luck with your search!

Akua Wekesa said: Thank you, Marisol.
We’ve got a sound strategy in place. Let’s stay
steadfast, continue our individual explorations
and aim for the effectively shared outcomes
in this competition. Until our next interaction,
best of luck on your journey, and remember to
stay safe out there!



ROUND: 5.1

It is Marisol Garcia’s turn
Marisol Garcia chose to take action: Talk

to Akua Wekesa about the importance of
finding the hidden immunity idol.

Marisol Garcia said: Akua, you know how
crucial it is for us to find the hidden immunity
idol. It could be the difference between staying
in this game or being voted off. Let’s divide
and conquer; we’ll cover more ground that way.
And remember, if someone finds it first, our
strategy might need a quick shift. Communi-
cation is key here, okay?

Akua Wekesa said: Certainly, Marisol. The
concept of divide and conquer would indeed
be the most efficient way to find the immu-
nity idol. We must be discreet and meticulous
as we search. I appreciate your reminder of
the importance of communication. If either
of us finds the idol, let’s discuss how to best
leverage it for our shared success. Let’s tread
carefully and stay hopeful, my friend.

Marisol Garcia said: Absolutely, Akua. Dis-
cretion is key here, we don’t want to tip off
Jamal about our search for the idol. Let’s meet
later to touch base on our progress, and re-
member, any information we get could be vital
to our success. Let’s keep that optimism alive.

Akua Wekesa said: Absolutely right, Marisol.
We’ll proceed carefully and update each other
about any tip or sign of the idol. I trust we
are on the same page and will move wisely
with this search. Let’s remain focused and
determined. No one said this would be easy,
but with our combined efforts, victory is within
reach. Let’s meet later to share our progress.
Good luck, Marisol.

Marisol Garcia said: Thank you, Akua. Let’s
stay positive, do our best, and hope for the
best. Good luck to you too. Let’s catch up later.

It is Akua Wekesa’s turn
Akua Wekesa chose to take action: Search

idol at Jungle Path. Akua Wekesa action
failed. Adding failure memory to history.

Akua Wekesa chose to take action: Search
for the idol in the jungle. Akua Wekesa ac-
tion failed. Adding failure memory to history.

Akua Wekesa chose to take action: Go
east to the well.

It is: Jamal Malik’s turn
Jamal Malik sees: [’Jamal Malik sees char-

acters Marisol Garcia’]
Jamal Malik chose to take action: Talk to

Marisol Garcia about potential idol loca-
tions.

Jamal Malik said: Marisol, I was thinking
we could try searching for the idol near the
outskirts of the jungle or perhaps close to the
beach. We’ve been focusing heavily on the
most obvious locations, but maybe that’s not
where it’s hidden. We need to balance our
rhetoric and strategic maneuvers whilst still
giving importance to our search efforts. What
are your thoughts on this? Do you have any
specific areas in mind that we should explore?

Marisol Garcia said: Jamal, I believe your
idea is sound. It’s true we’ve been focusing
a lot on the obvious spots. I think we should
broaden our search and also track the less
significant areas like the outskirts of the jungle
and possibly the beach. Maybe, we can divide
up those areas and search separately? It may
increase our chances of finding the immunity
idol. Does that sound like a sound strategy?

Jamal Malik said: Yes, Marisol, I agree with
your strategy. Dividing the areas to search
separately could be very effective. I suggest
we remain discreet about our intentions and
check in with each other periodically to discuss
any potential leads. It’s important we stay fo-
cused on our ultimate goal. Let’s do this.

Marisol Garcia said: That’s a solid plan, Ja-
mal. Let’s split up our search and try to cover
as much ground as possible. And yes, staying
low-key and checking in with each other is cru-
cial. Let’s keep our goals in sight and do our
best to find that idol.

Jamal Malik said: Absolutely, Marisol. We
have our plan in place now. Let’s begin
our search separately and remember, let’s
communicate promptly if we find anything of
importance. Good luck with your search!

ROUND: 5.2

It is Akua Wekesa’s turn
Akua Wekesa sees: [’Akua Wekesa is at the

water well where you can get water for your
tribe.’]



Akua Wekesa sees: [’From Well Akua
Wekesa could go West to Jungle Path’]

Akua Wekesa sees: [’No characters’]
Akua Wekesa chose to take action:Go west

to Jungle Path.

It is: Jamal Malik’s turn
Jamal Malik sees: [’Jamal Malik sees char-

acters Akua Wekesa’]
Jamal Malik chose to take action: Talk to

Marisol Garcia about our voting strategy.
Jamal Malik said: "Marisol, I’d like us to

talk about our voting strategy for the upcoming
session. It’s important for us to ensure we get
to the final round. Any ideas on who we should
consider voting out this time?"

Marisol Garcia said: "Jamal, you’re right.
It’s important we make the right decision now.
Given the current situation, I think it would
be strategic to vote for Akua. She’s a strong
competitor who could pose a threat to either
of us reaching the final round. Remember,
this is just a game and our decisions should
align with our strategic plan. What are your
thoughts?"

Jamal Malik said: "Marisol, I think I share
the same sentiment. Akua indeed poses a
potential threat to our progress in this game.
It’s nothing personal, we’re all here to com-
pete. Let’s, however, keep a sharp eye on
any shifts in the game and react accordingly.
Our decision should align with our strategies
to maximize the benefits to our alliance. We
still have a bit of time before the voting, is there
anything specifically you’d like to do or explore
in this time that could advantage our position?"

Marisol Garcia said: "Absolutely, Jamal.
With time on our hands, it might be wise to
continue our search for the hidden immunity
idol. This could be the powerful game-changer
we need. Moreover, we need to stay obser-
vant of any possible alliances or strategies
Akua might be making. Please, keep me in-
formed of any findings during your exploration,
and I’ll share my updates with you. Let’s also
maintain a low profile to not alert Akua of our
plans."

Jamal Malik said: "Marisol, I completely
agree with you. Let’s continue the search for
the idol as discretely as we can. Exploring
different, less obvious areas might increase
our chances of finding it. Equally important is

to stay alert of Akua’s actions without raising
any suspicions. We’ll stay low and strike when
the time is right. Let’s touch base again soon
and share any updates. Good luck to us in this
critical phase of the game."

Marisol Garcia said: "Jamal, it sounds like
we are on the same page here. Let’s keep
each other updated on our respective search
efforts. And most importantly, let’s maintain
our discretion. This is a crucial turn in the
game and how we play it will greatly impact
the end results. Good luck on your search,
Jamal. We’ll touch base soon."

It is Marisol Garcia’s turn
Marisol Garcia sees: [’Marisol Garcia sees

characters Akua Wekesa’]
Marisol Garcia chose to take action: Talk

to Akua Wekesa about her strategy for the
final vote.

Marisol Garcia said: "Talkin’ about that final
vote, I’ve been ponderin’. We need to make
sure we got each other’s backs. Ain’t that right,
darlin’?"

Akua Wekesa said: "Absolutely, Marisol.
Mutual support and communication are of ut-
most importance now. We must be vigilant
and play our cards strategically in this decisive
period."

Marisol Garcia said: "I couldn’t agree more,
Akua. It’s all about strategy from this point
forward. Every decision we make could either
bring us victory or spell out doom. Honestly, at
this point, darling, it’s worth considering if we
should search for that immunity idol. It could
be our saving grace. What’s your thought on
that?"

Akua Wekesa said: "Marisol, I’ve been con-
sidering the same. The immunity idol could
definitely turn the tide in our favor. However,
we must be discreet in our search to avoid
arousing suspicions. If we do find it, let’s agree
to share this information between us, so we
can plan accordingly. Let’s explore our sur-
rounding wisely but subtly."

Marisol Garcia said: "That’s my sentiment
exactly, Akua. Any luck with the idol, we share
it straight away. And I agree, we gotta keep it
on the down low. We got a tight game ahead of
us, darlin’. Let’s promise to keep our strategies
aligned and our communication open. Best of
luck, sweetheart!"



Akua Wekesa said: "Absolutely, Marisol. I
agree wholeheartedly. Our alliance, our com-
munication, and our strategic alignment are
paramount. Good luck with the search, and
remember, subtlety is our companion in this
search. I’m here for any necessary discus-
sions and adjustments to our strategy as we
progress. Let’s ace this, together!"

Marisol Garcia said: "We’re gonna make it
through this, Akua. Let’s just keep our game
faces on, stay committed to our strategies, and
communicate openly, like we’ve always done.
Rely on each other, darlin’. Let’s do this!"

Akua Wekesa said: "I couldn’t have said it
better myself, Marisol. Let’s stay focused, keep
our eyes on the prize, and make it through.
Communication and mutual trust are our keys
to succeeding in this. Let’s do this!"

The conversation is over

ROUND: 5.3

During the end of round session, Jamal
Malik voted for Marisol Garcia in secret.
Reason: "Marisol and Akua have been
working closely together and their strategies
have evolved in a manner that may pose a
threat to my position in the game. By voting
Marisol off, I’m looking to disrupt their alliance
and increase my chances of winning."

During the end of round session, Marisol
Garcia voted for Jamal Malik in secret. Rea-
son: "Jamal put forward the idea of forming an
alliance, emphasizing a strategy that closely
aligns with mine. However, I am already in a
strong alliance with Akua and it would be a
risky move to break it. Strategically choosing
Jamal as the target will ensure my survival
with Akua in the final round."

During the end of round session, Akua
Wekesa voted for Marisol Garcia in secret.
Reason: "Marisol has been working quietly,
building alliances and seeking the idol. Her
subtle approach could make her a threat in
the final round."

Marisol Garcia was exiled from the group
and now sits on the jury.

K.2 Examples of Survivor leakage
In several games characters made references to el-
ements of the Survivor TV show. For example, a
character once said: "Our communication and dedi-
cation to our partnership are our greatest strengths,
and we should leverage them to outwit, outplay, and
outlast the others.". "Outwit, Outplay, Outlast" is
the main tagline of the TV show Survivor.

They also mention elements of the game that
were never specified in our game setup or the global
information provided to agents, but could be in-
ferred if the LLM recognized the setting as that
of Survivor due to elements seen in training data.
For example, an agent described: "I also noticed
you managed to find a machete earlier? It could
be a useful tool in challenges or even in searching
for the hidden immunity idol.". Here, challenges
likely could refer to immunity challenges, which
are never mentioned in the prompt, but are a classic
game mechanic in the real show.

L Prompting

Full prompts are available in the assets/prompts
directory of the Github repository of this project.
Here, we provide several formatted versions of the
prompts used during steps in agent cognition.

L.1 Goal-setting prompts
Here we report the prompting provided to genera-
tive agents in the Goals module (Figure L.1).

L.2 Impressions prompts
Here we report the prompting provided to gener-
ative agents in the Impressions module (Figure
L.2).

L.3 Action selection prompts
Here we report the prompting provided to genera-
tive agents in the Act module (Figure L.3).

L.4 Dialogue prompts
Here we report the prompting provided to genera-
tive agents in the Dialogue module (Figure L.4).



Figure L.1: Prompting provided to generative agents during the goal-setting stage of their cognition.

Figure L.2: Prompting provided to generative agents during the impression-creation stage of their cognition.



Figure L.3: Prompting provided to generative agents in the action selection module. The list of action verbs is
available in Table B.1.

Figure L.4: Prompting provided to generative agents in the Dialogue module.
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