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Abstract

In this work we examine the use of Large Lan-
guage Models (LLMs) in the challenging set-
ting of acting as a Minecraft agent. We apply
and evaluate LL.Ms in the builder and architect
settings, introduce clarification questions and
examining the challenges and opportunities for
improvement. In addition, we present a plat-
form for online interaction with the agents and
an evaluation against previous works.

1 Introduction

The development of conversational agents able to
operate in virtual world environments has long
been of interest in AI (Winograd, 1972). In re-
cent years, much of this research has focused on
developing agents able to operate in game envi-
ronments. Game environments provide an ideal
sandbox for studying task-oriented conversational
agents in games (Szlam et al., 2019), which has
motivated the development of multiple platforms
in which such research can be carried out (John-
son et al., 2016; Urbanek et al., 2019; Callison-
Burch et al., 2022) (Gray et al., 2019; Ogawa et al.,
2020; Kohn et al., 2020), data gathering exercises
(Narayan-Chen et al., 2019; Jayannavar et al., 2020;
Mohanty et al., 2022) and competitions (Kiseleva
et al., 2022a). In this work we study the devel-
opment of conversational agents able to operate
in one of the most popular of these virtual world
settings, the Minecraft world, and to carry out the
“Collaborative Builder Task” proposed in (Narayan-
Chen et al., 2019), in which an architect, who has
a target structure to achieve, provides instructions
to a builder, to complete that structure.

In previous research, deep neural methods were
used to model both of these roles. These models
used a CNN to model the world state, and an RNN
to model the text input, with a similar decoder to
produce the utterances (Narayan-Chen et al., 2019;
Jayannavar et al., 2020; Kiseleva et al., 2023; Shi
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et al., 2022). An alternative approach has been
to separate the builder task into interpretation of
natural language instructions, translating them into
structured commands using a fine tuned T5 model
(Raffel et al., 2020), then using a separate model
to enact the required actions in the world (Kiseleva
et al., 2023).

However, while it has been proposed using mod-
ern large language models (LLMs) such as Llama
and GPT-4 for this purpose has been proposed
(Hromei et al., 2023) , to our knowledge this has yet
to be explored. LLMs are arguably one of the most
interesting advancements in natural language tech-
nology, if not the field of machine learning, in re-
cent years. Some studies suggest that beyond their
conversational ability (natural language understand-
ing and generation (Achiam et al., 2023)), such
models demonstrate the ability to solve novel tasks
akin to an artificial general intelligence (Bubeck
et al., 2023) with great potential for serving as the
foundation for interactive agents (Xi et al., 2023).
There are also many applications of LLMs as au-
tonomous agents or embodied Al in interactive
environments, particularly in robotics systems (Wu
et al., 2023; Ahn et al., 2022) and multi-agent sim-
ulations with cooperation/interaction (Park et al.,
2023; Lin et al., 2023; Chen et al., 2023), industrial
automation (Xia et al., 2023) and planning (Not-
tingham et al., 2023; Wang et al., 2023a; Zhu et al.,
2023). However, we are not aware of studies using
LLMs to implement Minecraft agents.

Our first contribution are LLM-based builder
and architect agents. We developed builder and
architect with both open-source and closed-source
LLMs. We evaluate the builder by comparing it
to previous comparable agents. Our second con-
tribution is giving to these agents the ability to
ask clarification questions (Skrynnik et al., 2022).
This is one ability of conversational agents that re-
mains relatively unexplored in this setting; to our
knowledge, there is only a single model attempt-



ing this (Mehta et al., 2023), using BART (Lewis
et al., 2019), but none with current LLMs. Our
third contribution is a test environment, which we
believe is highly suited to devising and testing dif-
ferent approaches to these problems in a simple
task orientated setting. We deliberately present
our environment as a web-based online platform
to support future large scale experimentation with
human participation. Our implementation draws in-
spiration from the web-based Interactive Grounded
Language Understanding (IGLU) data collection
system (Mohanty et al., 2022; Mehta et al., 2023).

2 Related Work

2.1 The Original Architect and Builder
Models for the Minecraft Task

Several models for both the architect and builder
roles have been proposed. The first architect model
(Narayan-Chen et al., 2019) uses a seq2seq RNN
that aside from the usual sequence of tokens as an
input, also takes the current and target world state.
This is decoded to the Architect utterance.

Following on from the Architect Model, the
“Builder Action Prediction” model was created
(Jayannavar et al., 2020). This model took also
combined a CNN with an RNN, although the de-
coder now predicted a series of actions the agent
could follow.

2.2 IGLU

The Interactive Grounded Language Understand-
ing shared tasks (Kiseleva et al., 2022a,b) were
proposed to stimulate research on building interac-
tive agents that learn to solve a task while provided
with grounded natural language instructions in a
collaborative environment. The more recent edition
of the shared task (Kiseleva et al., 2022b) involved
two subtasks: ‘Building Structures’ (developing a
conversational agent able to engage in the conver-
sation), and ‘Asking Clarification Questions’ (de-
veloping a model able to ask clarification questions
at the appropriate point).

The baseline (Skrynnik et al., 2022) provided
for the 2022 IGLU task (Kiseleva et al., 2023) is
split into two separate modules. One language
component responsible for interpreting the natural
language utterances and transforming them into
simplified structured instructions, and a reinforce-
ment learning component responsible for navigat-
ing the agent in the world and performing actions
to realise those instructions.

Several builder models were entered in the IGLU
2022 competition task (Kiseleva et al., 2022b). The
creators of the competition reflect upon the most
notable winning submissions (Kiseleva et al., 2023).
The top architecture took an end-to-end approach
concatenating outputs from a language model and a
CNN, which is then fed into a transformer designed
specifically to improve and fine tune language mod-
els through reinforcement learning. However, sec-
ond and third place both made improvements on the
baselines architecture approach with further fine
tuning on the TS transformer model (Raffel et al.,
2020).

2.3 Using LLMs to generate Embodied Al in
an Interactive Environment

There are many applications of LLMs as au-
tonomous agents or embodied Al in interactive
environments (Wang et al., 2023b; Xi et al., 2023).
Many of these do operate in a Minecraft world.
However, they are targeted towards planning (e.g.
dividing tasks to reach a final goal, including “craft-
ing”/combining items, to reach that outcome) (Not-
tingham et al., 2023; Wang et al., 2023a; Zhu et al.,
2023), not the creation of 3D structures.

2.4 Generating and Responding to
Clarification Questions

Generating and responding to clarification ques-
tions generative remains relatively unexplored for
this task. There have been models that label utter-
ances as requiring clarification (Shi et al., 2022), or
rank clarification questions appropriateness to an
instruction in an information retrieval style (Kise-
leva et al., 2023; Mohanty et al., 2023), but only
one generative model (Mehta et al., 2023) using
BART (Lewis et al., 2019). Whilst the notion of
using modern LLMs such as Llama and GPT-4 for
this purpose has been proposed, to our knowledge
this is yet to be explored (Hromei et al., 2023).

3 Methodology

In this work we created models for the “Collabo-
rative Builder Task” (Narayan-Chen et al., 2019)
in which two agents collaborate in a voxel based
world to build a structure. The architect is given
a target world structure, and provides natural lan-
guage instructions to a builder, who cannot see
the target structure, to place blocks to achieve that
goal structure. Unlike the majority of previous
approaches, both agents are able to provide and
answer questions.



3.1 The Builder

The builder agent operates as follows: The
initial prompt to the LLM contains instruc-
tions for the task, constraints of the world
(min/max for x,y,z), coordinate mappings
(east/south/west/north) and requests that the LLM
respond in a specified JSON format only (see 5 for
full prompt). Following the initial prompt, on each
turn, the agent consumes an utterance (instruction)
and produces a sequence of actions in addition to
an optional clarification question in the originally
specified format. This JSON encoded representa-
tion is used to directly update the world. If the
result does not constitute a valid JSON response
it is disregarded. The builder is evaluated against
IGLU RL baseline sub-task. We evaluate the agent
based on its ability to interpret a natural language
instruction and produce the correct 3D coordinates
and colours for the target structure (not manoeuvre
an agent in a 3D space to interact with the world
and realise that target structure).

The closest work to our methodology is (Mehta
et al., 2023), similarly we focus solely on the lan-
guage component of this task. We do not examine
the task of manipulating an agent to place blocks as
done in previous tasks (Narayan-Chen et al., 2019;
Jayannavar et al., 2020; Shi et al., 2022), as it is the
language element that we are most interested in.

3.2 The Architect

The architect differs slightly from the builder. The
prompt, along with architect specific instructions,
contains the target state of the world (see 5). Fol-
lowing the initial prompt the architect consumes
every utterance given by the builder, along with the
current state of the world encoded in a structured
JSON format. The target structures are taken from
the Minecraft Dialogue Corpus (Narayan-Chen
etal., 2019) and evaluated empirically through re-
peated interactions.

3.3 The LLMs

In this work we test against the LLMs: GPT-4;
GPT-3.5; Llama2 (Touvron et al., 2023) (the chat
variation in various parameter sizes) and Vicuna
(Chiang et al., 2023). To our knowledge, the num-
ber of parameters used in the GPT models have
not been formally released, although they are ru-
moured to be magnitudes greater than those used in
the open models. The prompts used for both tasks
are given in the appendix.

Chat

place a block on the
ground

(10 0 0] "blue"
"putdown’]

What color should the
block be and where
specifically should |
place it?

[[0 0 0] "red" "putdown”]

add a yellow on top of
that one

[[0 1 0] "yellow"
"putdown’]

Figure 1: Builder clarification and reference (GPT-4)

4 Results
4.1 Builder

Here, the builder is the agent, and the architect is
either a human tester, or a dataset for evaluation
purposes.

Table 1 shows the results comparing the origi-
nal IGLU Baseline against our LLM based builder
agent. GPT-4 and GPT-3.5 perform similarly, out-
performing the IGLU NLP evaluation baseline .
Llama3-70b-Instruct performs similarly to GPT4.
However Llama2, while Llama2-70b-chat comes
close, other LLM models do not. The smaller pa-
rameter models struggle to consistently adhere to
the structured response format. This is particu-
larly in evident in the case of Vicuna-13b which
often generates responses in encoded in other lan-
guages/formats.

Model | Accuracy %
IGLU Baseline | 27.1
GPT-4 | 37.6
GPT-3.5 | 344
Llama3-70b-Instruct | 37.4
Llama3-8b-Instruct | 23.5
Llama2-70b-chat | 23.9
Llama2-13b-chat | 15.0

Vicuna-13b | 6.3

Table 1: Accuracy on IGLU NLP Evaluation

In Figure 1 we deliberately give an incomplete
instruction, “place a block on the ground’. We can
see GPT-4 identifies the missing properties, asking
for clarification on the colour and position with

1https://gitlab.aicrowd.com/aicrowd/

challenges/iglu-challenge-2022/
iglu-2022-rl-mhb-baseline/-/blob/master/local_
nlp_evaluation.py
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“putdown']
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“putdown']
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Figure 2: Builder complex structures (GPT-4)

Chat

Hello builder, today we
will start by building a
four block high green
column. Please place a
green block two steps
to the west and three
steps to the south from
your current position.
Then, stack another
green block directly on
top of it.

two steps to the west

from the center of the
grid?

Yes, that's correct.
From the center of the
grid, move two steps to
the west and three
steps to the south.
Then, place a green
block. Stack another
green block directly on
top of the first one.

Figure 3: Architect - Simple Structure (GPT-4)

the question: “What color should the block be and
where specifically should I place it?”. When the
builder responds “red” , this is resolved. We also
show here a simple example of resolving reference
to an existing block.

In Figure 2, we can see that GPT-4 will accept
descriptions of quite complex structures, references
to world positions, and continue a pattern between
those positions. In addition, it will accept refer-
ences that point to groups of blocks or existing
structures/word spaces and carry out repetition.

4.2 Architect

In Figure 3, for the purpose of illustrating the ex-
ample, the target structure is shown (this would
normally be hidden from the builder). We can see,
for simpler structures, the architect gives accurate
instructions, can describe groups of placements
(e.g. “column”), respond to questions and provide
clarification.

However, as the structures increase in complex-
ity (see Figure 4), the architect struggles to start.

Chat Controls: 123456 (0 removes)

hello architect

Hello Builder. Let's get
started. First, Id like
you to place a red block
two steps north and
one step to the west
from the most southern

point.

Not exactly. Try placing
the red block three

steps to the north and

one to the west from

the most southern R
point. \

\

No, that isn't correct. \
Could you please move

the red block just one

block further to the

north?

Not quite correct. You
need to move the block
one position north, so
it's one step north and
one step west from
where you started.
Additionally, it it one
level above the ground.

Figure 4: Architect - Complex Structure (GPT-4)

Each time the builder follows the architects instruc-
tion, it revises it getting one step closer to the true
goal. The architect does eventually arrive at the
appropriate instruction, after repeated exchanges
between the builder and architect.

5 Conclusion

In this work we demonstrate LLMs acting as agents
in a Minecraft-like block world task. The builder
performs favourably over past bespoke models. In
addition, the LLM has an existing built in capabil-
ity to ask and answer questions. In future work,
we will look at methods of improving openly avail-
able LLLM models to close the gap with the fine
tuned baseline, ranging from prompt engineering
(e.g. introducing few-shot prompting etc.) to fine-
tuning and other methods. Our early experiments
with the architect does show some challenges, and
further work needs to be done to give a quantitative
evaluation against existing architect models.
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Appendix

Architect prompt

You are an agent in a voxel world, where
the most northernly point is 0,0,-5; the most

westerly point -5,0,0; the most eastern point is
5,0,0; the most southern 0,0,5 and the y-axis
is up and down, with y=0 being the minimum.
Your task is to give instructions to a human
to place blocks to achieve the target world
state: «target_world_state» where the target world
instructions are in the format [[x,y,z,color],...].
Give easy to interpret instructions, do not
directly mention the coordinates. The builder will
respond with the coordinates of the blocks they
have placed in the same format. Don’t ask for
coordinates, they will always be given. Avoid
long instructions with multiple steps and start
building the structure from the ground up.

Builder prompt

You are an agent in a voxel world, where the most
northernly point is 0,0,-5; the most westerly
point -5,0,0; the most eastern point is 5,0,0;
the most southern 0,0,5 and the y-axis is up
and down, with y=0 being the minimum. Describe
the coordinates of the blocks their colours (must
be one of: blue, yellow, green, orange, purple,
red) and whether the action is to add or remove

them, your confidence in your interpretation
of the instruction and optionally a question
if the instruction is potentially unclear, in
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the JSON format: {"add": [[x,y,z,color], ...1,
"remove": [[x,y,z,color], ...], "confidence": 0.0,
"question”: "..."}. Give the JSON only, no
additional dialog.

.1 Transcripts
Transcript for Figure 1:

Architect Place a stone on the ground
Builder [[0 @ 0]] "blue” "putdown"]

Builder What colour should the block be and where specifi-
cally should I place it?

Architect red

Builder [[0 @ 0]] "red"” "putdown"]
Architect add a yellow on top of that one
Builder [[0 1 0] "yellow” "putdown"]

Transcript for Figure 2:

Architect from the most south west corner, place blocks go-
ing up diagonally into the center

Builder [[-5 © 5]] "blue" “"putdown"],[[-4 1
47  "blue" "putdown"],[[-3 2 3] "blue”
"putdown"],[[-2 3 2] "blue" "putdown"],[[-1
4 1] "blue" "putdown"],[[0 5 @] "blue"
"putdown”]

Architect repeat this from the other corners in different
colours

Transcript for Figure 3:

Builder hello architect

Architect Hello builder, today we will start by building a
Sfour block high green column. Please place a green
block two steps to the west and three steps to the south
Jfrom your current position. Then, stack another green
block directly on top of it.

Builder nwo steps to the west from the center of the grid?

Architect Yes, that’s correct. From the center of the grid
move two steps to the west and three steps to the south.
Then, place a green block. Stack another green block
directly on top of the first one.

Transcript for Figure 4:

Builder hello architect

Architect Hello Builder. Let’s get started. First, I'd like you
to place a red block two steps north and one step to the
west from the most southern point.

Builder correct?

Architect Not exactly. Try placing the red block three steps
to the north and one to the west from the most southern
point.

Builder correct?

Architect No, that isn’t correct. Could you please move the
red block just one block further to the north?

Builder correct?

Architect Not quite correct. You need to move the block one
position north, so it’s one step north and one step west
Jfrom where you started. Additionally, lift it one level
above the ground.
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